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Bearing Rigidity and Almost Global Bearing-Only
Formation Stabilization

Shiyu Zhao, Member, IEEE, and Daniel Zelazo, Member, IEEE

Abstract—A fundamental problem that the bearing rigidity
theory studies is to determine when a framework can be uniquely
determined up to a translation and a scaling factor by its inter-
neighbor bearings. While many previous works focused on the
bearing rigidity of two-dimensional frameworks, a first contribu-
tion of this paper is to extend these results to arbitrary dimensions.
It is shown that a framework in an arbitrary dimension can be
uniquely determined up to a translation and a scaling factor by
the bearings if and only if the framework is infinitesimally bearing
rigid. In this paper, the proposed bearing rigidity theory is further
applied to the bearing-only formation stabilization problem where
the target formation is defined by inter-neighbor bearings and
the feedback control uses only bearing measurements. Nonlinear
distributed bearing-only formation control laws are proposed for
the cases with and without a global orientation. It is proved
that the control laws can almost globally stabilize infinitesimally
bearing rigid formations. Numerical simulations are provided to
support the analysis.

Index Terms—Almost global input-to-state stability, attitude
synchronization, bearing rigidity, formation control.

I. INTRODUCTION

ULTI-AGENT formation control has been studied ex-
tensively in recent years with distance-constrained for-
mation control taking a prominent role [1]-[7]. In this setting it
is assumed that the target formation is specified by inter-agent
distances, and each agent is able to measure relative positions of
their neighbors. Bearing-constrained formation control has also
attracted much attention recently [8]—[14]. Instead of distances,
the formation is specified by inter-agent bearings, and each
agent can measure the relative positions or bearings of their
neighbors. Bearing measurements are often cheaper and more
accessible than position measurements, spurring interest in
cooperative control using bearing-only measurements [9]-[18].
This paper studies a bearing-only formation control problem
where the target formation is bearing-constrained and each
agent has access to the bearing-only measurements of their
neighbors. It is noted that while bearing measurements can
be used to estimate relative distances or positions [16], [18],
[19], such schemes may significantly increase the complexity
of the sensing system in terms of both hardware and software.
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This then motivates our study focusing on a pure bearing-only
control scheme without the need for estimation of additional
quantities (e.g., relative position).

Although bearing-only formation control has lately attracted
much interest, many problems on this topic remain unsolved.
The studies in [8], [11], [15] considered bearing-constrained
formation control in two-dimensional spaces, but required ac-
cess to position or other measurements in the proposed control
laws. The results reported in [16], [18] only require bearing
measurements, but they are used to estimate additional relative-
state information such as distance ratios or scale-free coor-
dinates. The works in [9], [10], [12], [13] studied formation
control with bearing measurements directly applied in the con-
trol. However, these results were applied to special formations,
such as cyclic formations, and may not be extendable to ar-
bitrary formation shapes. A very recent work reported in [14]
solved bearing-only formation control for arbitrary underlying
graphs, but only for formations in the plane. Bearing-only for-
mation control in arbitrary dimensions with general underlying
graphs still remains an open problem.

A central tool in the study of bearing-only formation control
is bearing rigidity theory." Existing works on bearing rigidity
mainly focused on frameworks in two-dimensional ambient
spaces [8], [10], [19], [20]. The first contribution of our work,
therefore, is an extension of the existing bearing rigidity theory
to arbitrary dimensions. We also explore connections between
bearing rigidity and distance rigidity, and in particular show that
a framework in R? is infinitesimally bearing rigid if and only if
it is also infinitesimally distance rigid.

Based on the proposed bearing rigidity theory, we inves-
tigate distributed bearing-only formation control in arbitrary
dimensions in the presence of a global reference frame. We
propose a distributed bearing-only formation control law and
show by a Lyapunov approach that the control law can almost
globally stabilize infinitesimally bearing rigid formations. We
also provide a sufficient condition ensuring collision avoidance
between any pair of agents under the action of the control.

In the third part of the paper, we investigate bearing-only for-
mation control in the three dimensional space without a global
reference frame known to the agents. Each agent can only
measure the bearings and relative orientations of their neighbors
in their local reference frames. We propose a distributed control
law to control both the position and the orientation of each
agent. It is shown that the orientation will synchronize and the
target formation is almost globally stable.

! Also referred to as parallel rigidity in some literature.
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This paper is organized as follows. Section II presents the
bearing rigidity theory that is applicable to arbitrary dimen-
sions. Section III studies bearing-only formation control in
arbitrary dimensions in the presence of a global reference
frame, and Section IV studies the case without a global ref-
erence frame. Simulation results are presented in Section V.
Conclusions and future works are given in Section VI.

Notations: Given A; € RP*?7 for i=1,...,n, denote
diag(A;) 2 blkdiag{Ay,..., A, } € R"P*n. Let Null(:),
Range(+), and rank(-) be the null space, range space, and rank
of a matrix, respectively. Denote I; € R as the identity
matrix, and 1 2 [1,...,1]%. Let || - || be the Euclidian norm of
a vector or the spectral norm of a matrix, and ® the Kronecker
product. For any x = [x1,79,23]T € R3, the associated
skew-symmetric matrix is denoted as

A 0 —x3 )
[2]x = | w3 0 - (D
—x2 X1 0

An undirected graph, denoted as G = (V, £), consists of a
vertex set V = {1,...,n} and an edge set £ C V x V with

m = |€|. The set of neighbors of vertex 4 is denoted as N/; 2
{j €V: (i,j) € £}. An orientation of an undirected graph is
the assignment of a direction to each edge. An oriented graph is
an undirected graph together with an orientation. The incidence
matrix H € R™*™ of an oriented graph is the {0, £1}-matrix
with rows indexed by edges and columns by vertices: [H|x; = 1
if vertex i is the head of edge k, [H|r; = —1 if vertex ¢ is the
tail of edge k, and [H]j; = 0 otherwise. For a connected graph,
one always has H1 = 0 and rank(H) = n — 1 [21].

II. BEARING RIGIDITY IN ARBITRARY DIMENSIONS

In this section, we propose a bearing rigidity theory that
is applicable to arbitrary dimensions. The basic problem that
the bearing rigidity theory studies is whether a framework
can be uniquely determined up to a translation and a scaling
factor given the bearings between each pair of neighbors in the
framework. This problem can be equivalently stated as whether
two frameworks with the same inter-neighbor bearings have the
same shape.

We first define some necessary notations. Given a finite
collection of n points {p; . in R4 (n > 2,d > 2), a configu-
ration is denoted as p = [pT, ..., pr]T € R, A framework in
R?, denoted as G(p), is a combination of an undirected graph
G = (V,€&) and a configuration p, where vertex i € V in the
graph is mapped to the point p; in the configuration. For a
framework G(p), define

A €
9 el

V(i,j) € €. 2)

A
€ij = Pj — DPi,

Note the unit vector g;; represents the relative bearing of
p; to p;. This unit-vector representation is different from the
conventional ways where a bearing is described as one angle
(azimuth) in R2, or two angles (azimuth and altitude) in R>.
Note also that e;; = —e;; and g;; = —gjs.

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 61, NO. 5, MAY 2016

@ @ O @

@ ® @ ®
(a) (b

Fig. 1. Two frameworks that are bearing equivalent but not bearing congruent.
The bearings between (p1, p3) or (p2, pa) of the frameworks are different.

We now introduce an important orthogonal projection opera-
tor that will be widely used in this paper. For any nonzero vector
x € R? (d > 2), define the operator P : RY — R%*9 ag

A ZL’(L‘T

Py, - 22
@) = L1 = Tl

For notational simplicity, denote P, = P(x). Note P, is an
orthogonal projection matrix which geometrically projects any
vector onto the orthogonal compliment of x. It can be verified
that PE =P, Pg = P,, and P, is positive semi-definite.
Moreover, Null(P,,) = span{x} and the eigenvalues of P, are
{0, 1(4=D} In the bearing rigidity theory, it is often required to
evaluate whether two given bearings are parallel to each other.
The orthogonal projection operator provides a convenient way
to describe parallel vectors in arbitrary dimensions.

Lemma 1: Two nonzero vectors z,y € R? are parallel if and
only if P,y = 0 (or equivalently Pyx = 0).

Proof: The result follows from Null(P,) = span{z}. B

Remark 1: Most existing works use the notion of normal
vectors to describe parallel vectors in R? [8], [10], [20]. Specif-
ically, given a nonzero vector x € R2, denote z+ € R? as a
nonzero normal vector satisfying T2+ = 0. Then any vector
y € R? s parallel to  if and only if (#+)Ty = 0. This approach
is applicable to two dimensional cases but difficult to extend to
arbitrary dimensions. Moreover, it is straightforward to prove
that in R? the use of the orthogonal projection operator is
equivalent to the use of normal vectors based on the fact that
P, =zt (zt)1/||at|? for z € R2.

We are now ready to define the fundamental concepts in
bearing rigidity. These concepts are defined analogously to
those in the distance rigidity theory.

Definition 1 (Bearing Equivalency): Frameworks G(p) and
G(p') are bearing equivalent if P, , (p; —pj) = 0 for all
(i,7) € &.

Definition 2 (Bearing Congruency): Frameworks G(p) and
G(p') are bearing congruent if P, ) (p; —p}) =0 for all
1,7 € V.

By definition, bearing congruency implies bearing equiva-
lency. The converse, however, is not true, as illustrated in Fig. 1.

Definition 3 (Bearing Rigidity): A framework G(p) is bear-
ing rigid if there exists a constant € > 0 such that any frame-
work G(p') that is bearing equivalent to G(p) and satisfies
lp" — p|| < eis also bearing congruent to G(p).

Definition 4 (Global Bearing Rigidity): A framework G(p) is
globally bearing rigid if an arbitrary framework that is bearing
equivalent to G(p) is also bearing congruent to G(p).

By definition, global bearing rigidity implies bearing rigidity.
As will be shown later, the converse is also true.
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We next define infinitesimal bearing rigidity, which is one
of the most important concepts in the bearing rigidity theory.
Consider an arbitrary orientation of the graph G and denote

eképjfpi, gkée—k, VEe{l,....m} (3
llexl

as the edge vector and the bearing for the kth directed edge.
Denote e = [e],...,el]T and g = [g],..., g} ]". Note e sat-
isfies e = Hp where H = H ® I,. Define the bearing function
Fp : R — R as

Fp(p) 2 [of

The bearing function describes all the bearings in the frame-
work. The bearing rigidity matrix is defined as the Jacobian of
the bearing function

T
gh]t e RI™,

a OFp(p)

H£dnnxdn. 4
ap € (4)

R(p)

Let 0p be a variation of the configuration p. If R(p)dp = 0, then
dp is called an infinitesimal bearing motion of G(p). This is
analogous to infinitesimal motions in distance-based rigidity.
Distance preserving motions of a framework include rigid-
body translations and rotations, whereas bearing preserving
motions of a framework include translations and scalings. An
infinitesimal bearing motion is called trivial if it corresponds to
a translation and a scaling of the entire framework.

Definition 5 (Infinitesimal Bearing Rigidity): A framework
is infinitesimally bearing rigid if all the infinitesimal bearing
motions are trivial.

Up to this point, we have introduced all the fundamental
concepts in the bearing rigidity theory. We next explore the
properties of these concepts. We first derive a useful expression
for the bearing rigidity matrix.

Lemma 2: The bearing rigidity matrix in (4) can be ex-
pressed as

R(p) = diag ( Po ) H. 5

lexl

Proof: It follows from gi, = ex/|ex|, Vk € {1,...,m}
that:

A9k 1 ( er  ep ) 1
2= _— _(I1,— = P, .
der|lexl] lexlHllexll ) llexll™

As aresult, 0F(p)/0e = diag(P,, /| ex||) and consequently

0Fg(p) OFp(p) Oe . P, _
p— p— —_— = H.
R(p) ap 9 op a8 el

|
The expression (5) can be used to characterize the null space
and the rank of the bearing rigidity matrix.
Lemma 3: A framework G(p) in R always satisfies
span{1 ® I4,p} CNull(R(p)) and rank(R(p)) <dn — d — 1.
Proof: First, it is clear that span{1 ® I;} C Null(H) C
Null(R(p)). Second, since P., e, =0, we have R(p)p =
diag(P., /|4 |) Hp = diag(P., /|lex|)e =0 and hence p C
Null(R(p)). The inequality rank(R(p)) < dn — d — 1 follows
immediately from span{1 ® I4,p} C Null(R(p)). |
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For any undirected graph G = (V,&), denote G as the
complete graph over the same vertex set V, and R"(p) as
the bearing rigidity matrix of the framework G*(p). The next
result gives the necessary and sufficient conditions for bearing
equivalency and bearing congruency.

Theorem 1: Two frameworks G(p) and G(p') are bearing
equivalent if and only if R(p)p’ = 0, and bearing congruent if
and only if R"(p)p’ = 0.

Proof: Since R(p)p’ = diag(I1q/|ex||)diag(P,,) Hp' =
diag(1q/||ex||)diag(Py, )€, we have

R(p)p' =0 < Pyel, =0, Vk € {1,...,m}.

Therefore, by Definition 1, the two frameworks are bearing
equivalent if and only if R(p)p’ = 0. By Definition 2, it can
be analogously shown that frameworks are bearing equivalent
if and only if R"(p)p’ = 0. [ |

Since any infinitesimal motion dp is in Null(R(p)), it is
implied from Theorem 1 that R(p)(p + dp) = 0 and hence
G(p + 0p) is bearing equivalent to G(p).

We next give a useful lemma and then prove the necessary
and sufficient condition for global bearing rigidity.

Lemma 4: A framework G(p) in RY always satisfies
span{l ® I4,p} C Null(R"(p)) € Null(R(p)) and dn — d —
1 > rank(R"(p)) > rank(R(p)).

Proof: The results that span{l ® I;,p} C Null(R"(p))
and dn —d —1 > rank(R"(p)) can be proved similarly as
Lemma 3. For any dp € Null(R"(p)), we have R"(p)dp =
0= R"(p)(p+0p) =0. As a result, G(p + dp) is bearing
congruent to G(p) by Theorem 1. Since bearing congruency
implies bearing equivalency, we further know R(p)(p + op) =
0 and hence R(p)dp = 0. Therefore, any dp in Null(R"(p)) is
also in Null(R(p)) and thus Null(R"*(p)) C Null(R(p)). Since
R(p) and R"(p) have the same column number, it follows
immediately that rank(R"(p)) > rank(R(p)). |

Theorem 2 (Condition for Global Bearing Rigidity): A
framework G(p) in R? is globally bearing rigid if and only
if Null(R*(p)) = Null(R(p)) or equivalently rank(R"(p)) =
rank(R(p)).

Proof: (Necessity) Suppose the framework G(p) is globally
bearing rigid. We next show that Null(R(p)) C Null(R"(p)).
For any dp € Null(R(p)), we have R(p)dp =0 = R(p)(p +
dp) = 0. As a result, G(p + Idp) is bearing equivalent to G(p)
according to Theorem 1. Since G(p) is globally bearing rigid,
it follows that G(p + dp) is also bearing congruent to G(p),
which means R"(p)(p + dp) = 0 = R"(p)dp = 0. Therefore,
any op in Null(R(p)) is in Null(R"(p)) and thus Null(R(p)) C
Null(R*(p)). Since Null(R"(p)) C Null(R(p)) as shown in
Lemma 4, we have Null(R(p)) = Null(R*(p)).

(Sufficiency) Suppose Null(R(p)) = Null(R"(p)). Any
framework G(p') that is bearing equivalent to G(p) satisfies
R(p)p’ = 0. It then follows from Null(R(p)) = Null(R"(p))
that R"(p)p’ = 0, which means G(p') is also bearing congruent
to G(p). As aresult, G(p) is globally bearing rigid.

Because R(p) and R"(p) have the same column number,
it follows immediately that Null(R"(p)) = Null(R(p)) if and
only if rank(R"(p)) = rank(R(p)). |
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The following result shows that bearing rigidity and global
bearing rigidity are equivalent notions.

Theorem 3 (Condition for Bearing Rigidity): A framework
G(p) in R? is bearing rigid if and only if it is globally bearing
rigid.

Proof: By definition, global bearing rigidity implies bear-
ing rigidity. We next prove the converse is also true. Suppose the
framework G(p) is bearing rigid. By the definition of bearing
rigidity and Theorem 1, any framework satisfying R(p)p’ = 0
and ||p’ — p|| < e also satisfies R"(p)p’ = 0, i.e.,

R(p)(p+dp) =0= R"(p)(p+dp) =0, Vop,||dp| <e

where dp =p' — p. It then follows from R(p)p =0 and
R*(p)p = 0 that R(p)op = 0 = R"(p)op = 0 for all ||dp|| <
€. This means Null(R(p)) C Null(R"(p)) in spite of the con-
straint of ||ép||. Since Null(R"(p)) C Null(R(p)) as shown
in Lemma 4, we further have Null(R(p)) = Null(R"(p)) and
consequently G(p) is globally bearing rigid. [ |

We next give the necessary and sufficient condition for
infinitesimal bearing rigidity.

Theorem 4 (Condition for Infinitesimal Bearing Rigidity):
For a framework G(p) in R?, the following statements are
equivalent:

(a) G(p) is infinitesimally bearing rigid;

(b) rank(R(p)) =dn —d — 1,

(¢) Null(R(p)) = span{l ® I4,p} = span{l ® I4,p —
1®p}, where p= (1®1;)Tp/n is the centroid of
{pi}ieV'

Proof: Lemma 3 shows span{1 ® I4,p} C Null(R(p)).
Observe 1 ® I; and p correspond to a rigid-body translation
and a scaling of the framework, respectively. The stated con-
dition directly follows from Definition 5. Note also that {1 ®
I;,p — 1 ® p} is an orthogonal basis for span{l ® I;,p}. W

The special cases of R? and R? are of particular interest.
A framework G(p) is infinitesimally bearing rigid in R? if
and only if rank(R(p)) = 2n — 3, and in R? if and only if
rank(R(p)) =3n—4. Note Theorem 4 does not require n > d.

The following result characterizes the relationship between
infinitesimal bearing rigidity and global bearing rigidity.

Theorem 5: Infinitesimal bearing rigidity implies global
bearing rigidity.

Proof: Infinitesimal bearing rigidity implies Null(R(p)) =
span{l ® I4,p}. Since span{l ® I4,p} C Null(R"(p)) C
Null(R(p)) as shown in Lemma 4, it immediately follows from
Null(R(p)) =span{1®1I4, p} that Null(R"(p)) =Null(R(p)),
which means G(p) is globally bearing rigid according to
Theorem 2. |

The converse of Theorem 5 is not true, i.e., global bearing
rigidity does not imply infinitesimal bearing rigidity. For exam-
ple, the collinear framework as shown in Fig. 2(a) is globally
bearing rigid but not infinitesimally bearing rigid.

We have at this point discussed three notions of bearing rigid-
ity: (i) bearing rigidity, (ii) global bearing rigidity, and (iii) in-
finitesimal bearing rigidity. According to Theorem 3 and
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Theorem 35, the relationship between the three kinds of bearing
rigidity can be summarized as below:

infinitesimal
bearing rigidity

bearing rigidity <———= .glOb?l. .
bearing rigidity

We next explore two important properties of infinitesimal
bearing rigidity. The following theorem shows that infinites-
imal bearing rigidity can uniquely determine the shape of a
framework.

Theorem 6 (Unique Shape): An infinitesimally bearing rigid
framework can be uniquely determined up to a translational and
a scaling factor.

Proof: Suppose G(p) is an infinitesimally bearing rigid
framework in R?. Consider an arbitrary framework G(p') that
is bearing equivalent to G(p). Our aim is to prove G(p') is
different from G(p) only in a translation and a scaling factor.
The configuration p’ can always be decomposed as

p=cp+1®@n+gq (6)

where ¢ € R\ {0} is the scaling factor, € R? denotes a rigid-
body translation of the framework, and ¢ € R4 which sat-
isfies ¢ L span{1 ® I, p}, represents a transformation other
than translation and scaling. We only need to prove ¢ = 0.
Since infinitesimal bearing rigidity implies that Null(R(p)) =
span{l ® I, p}, multiplying R(p) on both sides of (6) yields

R(p)p' = R(p)q. (7

Since G(p') is bearing equivalent to G(p), we have R(p)p’ = 0
by Theorem 1. Therefore, (7) implies R(p)q = 0. Since ¢ L
span{l ® I4,p} = Null(R(p)), the above equation suggests
q = 0. As aresult, p' is different from p only in a scaling factor
c and a rigid-body translation 7. |

The following theorem shows that if a framework is infinites-
imally bearing rigid in a lower dimension, it is still infinites-
imally bearing rigid when evaluated in a higher dimensional
space.

Theorem 7 (Invariance to Dimension): Infinitesimal bearing
rigidity is invariant to space dimensions.

Proof: Consider a framework G(p) in R? (n > 2, d > 2).

Suppose the framework becomes G() when the dimension is
lifted from d to d (d > d). Our goal is to prove that

rank (R(p)) = dn —d — 1 < rank (R(p)) = dn —d — 1

and consequently G(p) is infinitesimally bearing rigid in R? if
and only if G(p) is infinitesimally bearing rigid in R,

First, consider an oriented graph and write the bearings of
G(p) and G(p) as {gx}}’, and {gr}}", respectively. Since
p; is obtained from p; by lifting the dimension, without loss
of generality, assume p; = [p;',0]" (Vi € V) where the zero
vector is (d — d)-dimensional. Then

N . P, 0
gk[ggj|v P§k|:6]k

, Vk=A{1,...,m}.
Idd} t }
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(a) (b)

Fig. 2. Examples of non-infinitesimally bearing rigid frameworks. The red
arrows (solid) stand for non-trivial infinitesimal bearing motions and the blue
arrows (dashed) for the associated orthogonal infinitesimal distance motions.

A

) (@

(a) (b)

Fig. 3. Examples of infinitesimally bearing rigid frameworks.

The bearing rigidity matrix of G(p) is R(p) = diag( I; /
lex||)diag(Py, ) (H @ I;), where

diag (Pj, ) (H @ I)

mane([ L))ol L)

Permutate the rows of diag(P;, )(H ® I;) to obtain

e [diag(ng)HQ@[Id 0]} a [Al}
I gmH@[0 I ,] Ay |

Since the permutation of the rows does not change the ma-
trix rank, we have rank(R(p)) = rank(A). Because the rows of
Ay are orthogonal to the rows of Ay, we have
rank(A) = rank(A;) + rank(4s). As a result, consid-
ering  rank(A;) = rank(diag(P,, )H ® I4) = rank(R(p))
and rank(Az) = rank(H ® I; ;) = (d — d)(n — 1), we have

rank (R(p)) = rank (R(p)) + (d — d)(n — 1).

It can be easily verified using the above equation that
rank(R(p)) = dn — d — 1 if and only if rank(R(p)) = dn —
d—1. |

Fig. 2 shows examples of non-infinitesimal bearing rigid
frameworks. The frameworks in Fig. 2 are not infinitesimally
bearing rigid because there exist non-trivial infinitesimal bear-
ing motions (see, for example, the red arrows). Fig. 3 shows
some two- and three-dimensional infinitesimally bearing rigid
frameworks. It can be verified that each of the frameworks
satisfies rank(R(p)) = dn —d — 1.

A. Connections to Distance Rigidity Theory

The bearing rigidity theory and the distance rigidity theory
study similar problems of whether the shape of a framework
can be uniquely determined by the inter-neighbor bearings and
inter-neighbor distances, respectively. It is meaningful to study
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the connections between the two rigidity theories. The follow-
ing theorem establishes the equivalence between infinitesimal
bearing and distance rigidity in R2.

Theorem 8: In R?, a framework is infinitesimally bearing
rigid if and only if it is infinitesimally distance rigid.

Proof: See Appendix A. |

Two remarks on Theorem 8 are given below. Firstly,
Theorem 8 cannot be generalized to R3 or higher dimensions.
For example, the three-dimensional cubic and hexagonal pyra-
mid frameworks in Fig. 3(c), (d) are infinitesimally bearing
rigid but not distance rigid. In particular, the rank of the
distance rigidity matrices of the two frameworks are 13 and 12,
respectively, whereas the required ranks for infinitesimal dis-
tance rigidity are 18 and 15, respectively. Secondly, Theorem 8
suggests that we can determine the infinitesimal distance rigid-
ity of a framework by examining its infinitesimal bearing
rigidity. For example, it may be tricky to see the frameworks
in Fig. 2(c), (d) are not infinitesimally distance rigid, but it is
obvious to see the non-trivial infinitesimal bearing motions and
conclude they are not infinitesimally bearing rigid.

An immediate corollary of Theorem 8 describes the rela-
tionship between infinitesimal bearing motions and infinites-
imal distance motions of frameworks in R2. Let Q, /2 €
SO(2) be a rotation matrix that can rotate a vector in R?
by 7/2. For any dp = [6p],...,6pL]T € R, denote 6p* =
[(QW/Qépl)Tv tr (Qﬂ/26pn)T]T € R

Corollary 1: The vector dp is an infinitesimal bearing mo-
tion of a framework G(p) in R? if and only if dp’ is an
infinitesimal distance motion of G(p).

Proof: See Appendix A. |

Given a framework in R?, Corollary 1 suggests that for
any infinitesimal bearing motion, there exists a perpendicular
infinitesimal distance motion, and the converse is also true.
Corollary 1 is illustrated by Fig. 2 (indicated by the red (solid)
and blue (dashed) arrows).

To end this section, we briefly compare the proposed bearing
rigidity theory with the well-known distance rigidity theory. In
the distance rigidity theory, there are three kinds of rigidity:
(1) distance rigidity, (ii) global distance rigidity, and (iii) in-
finitesimal distance rigidity. The relationship between them is
(i) = (i) and (iii))=>(i). Note (ii) and (iii) do not imply each
other. The global distance rigidity can uniquely determine the
shape of a framework, but it is usually difficult to mathemati-
cally examine [22], [23]. Infinitesimal distance rigidity can be
conveniently examined by a rank condition (see Lemma 14 in
Appendix A), but it is not able to ensure a unique shape. As
a comparison, the proposed infinitesimal bearing rigidity not
only can be examined by a rank condition (Theorem 4) but also
can ensure the unique shape of a framework (Theorem 6). In
addition, the rank condition for infinitesimal distance rigidity
requires to distinguish the cases of n > d and n < d (Lemma
14), while the rank condition for infinitesimal bearing rigidity
does not. Finally, an infinitesimally distance rigid framework in
a lower dimension may become non-rigid in a higher dimension
(see, for example, Fig. 3(b)), while infinitesimal bearing rigidity
is invariant to dimensions. In summary, the bearing rigidity
theory possesses a number of attractive features compared to
the distance rigidity theory, and as we will show in the sequel,
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(@) (b)

Fig. 4. Target formation in black; initial formation in grey (a) Bearing con-
straints for the target formation are g7, = —g5, = [1, 0]T. (b) Bearing con-
straints for the target formation are g7, = —g3; = [0,1]T, g3, = —g3, =
(1,07, 934 = —913 = [0, 17, 9i = —914 = [-1,0]T, and 913 =

—g5y = [V2/2,v2/2)".

it is a powerful tool for analyzing bearing-based formation
control problems.

III. BEARING-ONLY FORMATION CONTROL WITH
A GLOBAL REFERENCE FRAME

In this section, we study bearing-only formation control of
multi-agent systems in arbitrary dimensions in the presence of
a global reference frame. Consider n agents in R? (n > 2 and
d > 2). Note n > d is not required. Assume there is a global
reference frame known to each agent. All the vector quantities
given in this section are expressed in this global frame. Denote
p; € R as the position of agent i € {1,...,n}. The dynamics
of agent ¢ is

pi(t) = vi(t)

where v;(t) € R? is the velocity input to be designed. De-
note p = [p,...,pH]T € R™ and v = [vf, ..., v} ]|T € R
The underlying sensing graph G = (V, &) is assumed to be
undirected and fixed, and the formation is denoted by G(p).
The edge vector e;; and the bearing g;; are defined as in (2).
Considering an arbitrary orientation of G, we can reexpress
the edge and bearing vectors as e = [e],... el ]T and g =
[gF, ..., 91T as defined in (3).

If (4,5) € €, agent i can measure the relative bearing g;;
of agent j. As a result, the bearing measurements obtained
by agent ¢ at time ¢ are {g;;(t)};en;. The constant bearing
constraints for the target formation are specified as {g;; } (i j)ee
with g7, = —g7;. Fig. 4 gives two examples to illustrate the
bearing constraints.

Definition 6 (Feasible Bearing Constraints): The bearing
constraints {g;; } (i j)ee are feasible if there exists a formation
G(p) that satisfies g;; = g;; forall (7, j) € £.

Feasible bearing constraints can be easily calculated from an
arbitrary configuration that has the desired geometric formation
pattern. The bearing-only formation control problem to be
solved in this section is formally stated below.

Problem 1: Given feasible constant bearing constraints
{97;}(i.j)ee and the initial formation G(p(0)), design v;(t)
for agent < € V based only on the bearing measurements
{9ij(t)}jen; such that g;;(t) — g;; ast — ooV (i,5) € &.
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pj :_.O

gij

—Py,;;95;

Pg;; 9is

Fig. 5. Geometric interpretation of control law (8). The control term
Pg” - is perpendicular to the bearing g; ;.

A. A Bearing-Only Control Law

The proposed nonlinear bearing-only control law is

- F

JEN;

1eV ()

gij(t) gzg7

where P, 1) = Iq — gij(t)g;;(t). First, the control law is dis-
tributed smce the control of agent 7 only requires the bearing
measurements {g;;(¢) }jcn; . Second, the control input is always
bounded as ||v;(t)| < |N;|since || Py, )|l = llg;;]| = 1. Third,
the control law has a clear geometric interpretation as illustrated
in Fig. 5: the control term —FPy, . g;; is perpendicular to g;;
since giTngU g;; = 0. As a result, the control law attempts to
reduce the bearing error of g;; while preserving the distance
between agents ¢ and j. This geometric interpretation can also
be demonstrated by the example shown in Fig. 4(a), where the
bearing error is reduced to zero while the inter-agent distance
is preserved. In addition, similar “projective” control laws have
been used before in [24], [25] for circular formation coordina-
tion control.

In order to analyze the proposed control law, we rewrite it in
a matrix-vector form. Since g;; = —gj;, the bearing constraints
{975} (i.j)ee can be reexpressed as {g; };, by considering an
oriented graph. Let g* = [(¢7)7, ..., (¢5,)"]", then (8) can be
written as

2 R (p)g’ ©9)

It should be noted that the oriented graph is merely used
to obtain the matrix expression while the underlying sens-
ing graph of the formation is still the undirected graph G.
Moreover, it is worth mentioning that control law (9) is a
modified gradient control law. If we consider the bearing error
S Nl — gi||?, a short calculation shows the corresponding
gradient control law is u = H " diag(P,, /||lex||)g*, which is
exactly u = RT(p)g*, where R(p) is the bearing rigidity ma-
trix. This gradient control law, however, requires the distance
measurement ||eg||. By removing the distance term we
can obtain the proposed control law (9).

We next examine some useful properties of the control law.
First of all, we show that both the centroid and scale of the
formation are invariant quantities under the action of the control
law. In this direction, define the centroid and scale of the
formation as

v = H"diag(P,,) g*

1 — -
*E lpi — Bl|%.
n “

=1
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The scale is the quadratic mean of the distances from the agents
to the centroid.

Lemma 5: Under control law (9), p(t) L span{l®
Iy,p(t)}. )

Proof: The dynamics p= RT(p)g* implies p€
Range(R™ (p)). Since Range(R™ (p)) L Null(R(p)), we have
p L Null(R(p)). Furthermore, Null(R(p)) = Null(R(p)) and
span{l ® I;,p} € Null(R(p)) by Lemma 3 concludes the
proof. |

Theorem 9 (Centroid and Scale Invariance): The centroid p
and the scale s are invariant under the control law (9).

Proof: Since p= (1® I3)Tp/n, we have p=(1®
I;)Tp/n. 1t follows from p | Range(1® I;) as shown in
Lemma 5 that p = 0. Rewrite s as s = ||p — 1 ® p||/y/n. Then

.1 (p-12pT,
§= —=-—""—""""D.
v llp—1ep]
It follows from p L pand p 1. 1 ® pthat § = 0. |

Theorem 9 can be well demonstrated by the simple simula-
tion example as shown in Fig. 4(a). As can be seen, the middle
point (i.e., the centroid) and the distance of the two agents
(i.e., the scale) are invariant during the formation evolution. The
invariance of centroid and scale has also been observed by [14]
for bearing-only formation control in two-dimensional cases.

The following results, which can be obtained from Theorem 9,
characterize the behavior of the formation trajectories. In par-
ticular, the bounds for the quantities max;cy ||p;(t) — p|| and
Ipi(t) = p; (1)), Vi, j € V are given.

Corollary 2: The formation trajectory under the control law
(9) satisfies the following inequalities,

(a) s <max;ey ||pi(t) —p|| < svn—1, ¥Vt > 0.
() [Ipi(t) —pi ()] < 2svn—1, Vi,j €V, Vt > 0.
Proof: We first prove ||p; — p|| < sv/n — 1 for all i € V.
On one hand, >,.,(p;—P)=(pi—P)+> ey j2i(pj—P)=0
implies

2

o =12 < [ Sy -5l | <=1 lIny — 511
jev jev,
i i
(10)
On the other hand, scale invariance implies that |p; —
PI? + X ey ji lpj — Bl = ns®. Substituting this expres-
sion into (10) gives ||p; — p||> < (n — 1)(ns? — ||p; — p||?),
which implies ||p; — p|| < sv/n —1. We next prove s <
maxey [|p; — pl|. Since max;ey |lps — pl|* > ||p; — I, we
have n(max;ecy ||p; — p||?) > S lpi — p||? = ns?, which
implies max;ey ||p; — p|| > s. The inequality in (b) is ob-
tained from [|p;(¢) — p;(¢)]| = [|(pi(t) — P) — (p;(t) = P)[| <

|pi(t) — bl + [lp; (t) — Bl < 2sv/n —1. ™

B. Formation Stability Analysis

In order to prove the formation stability, we adopt the follow-
ing rigidity assumption.

Assumption 1: The bearing constraints { gjj}(i, j)eg ensures
infinitesimal bearing rigidity.
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Assumption 1 gives two conditions that will be useful for
the formation stability analysis. The first condition is that
the shape of any formation that satisfies the bearing con-
straints is unique according to Theorem 6. The second con-
dition is a mathematical condition. More specifically, suppose
G(p) is a formation that satisfies the bearing constraints, then
Assumption 1 indicates that the bearing rigidity matrix R(p)
satisfies rank(R(p))=dn—d—1 and Null(R(p)) =span{1®
14, p} according to Theorem 4.

The basic idea of the formation stability proof is to show that
the formation converges from an initial formation G(p(0)) to a
target formation G(p*) as defined below.

Definition 7 (Target Formation): Let G(p*) be a target for-
mation satisfying

(a) Centroid: p* = p(0).
(b) Scale: s* = s(0).
(c) Bearing: (p; — p;)/lp; — pill = g;; forall (i, 5) € €.

The target formation G (p*) has the same centroid and scale as
the initial formation and it satisfies all the bearing constraints.

Lemma 6 (Existence and Uniqueness): The target forma-
tion G(p*) in Definition 7 always exists and is unique under
Assumption 1.

Proof: Since the bearing constraints are feasible, there ex-
ist formations that satisfy the bearings. Due to the infinitesimal
bearing rigidity in Assumption 1, these formations including
G(p*) can be uniquely determined up to translations and scaling
factors. Since G(p*) additionally has the centroid and the scale
as p(0) and s(0), the translation and the scale of G(p*) can be
uniquely determined. |

Remark 2: The unique value of p* can be calculated as be-

low. From the bearing constraints, construct R 2 diag(PgZ VH,
which has the same null space as the bearing rigidity ma-
trix R(p*). It follows from the infinitesimal bearing rigid-
ity that Null(R) = Null(R(p*)) = span{1 ® I,p*}. Suppose
span{1 ® I, q} is an orthogonal basis of Null(R) obtained
by numerical calculation. Since p* € Null(R), we can express
p* as a linear combination of 1 ® I; and ¢, p* = 1 ® = + aq,
where x € R and o € R are the coefficients to be calcu-
lated. Since p* = (1 ® I;)Tp*/n = p(0) and s* = |[p* — 1 ®
P*||/v/n = s(0), a short calculation shows that = p(0) and
a = +5(0)y/n/||q||. The correct sign of « can be determined
by comparing the signs of ¢; — ¢; and g;;.

The stability proof is to show that the formation converges
to the target formation and consequently the bearing errors
converge to zero. This idea was originally proposed by [14]
to solve bearing-only formation control in two dimensions. In
this direction, let 0; = p; — p; and then 5 = fi(8) = p;. De-
note § = [07,..., 05T and f(8) = [fL(0),..., £X(5)]T. With
control law (9), the 6-dynamics is expressed as

6(t) = f(6) = H" diag (Py,) g*. (11)
Our aim is to show &(¢) converges to zero. We next identify the
equilibriums of the §-dynamics. Denote

>

r(t) =p(t) - (1@p), r=p'—(1p).
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Fig. 6. Geometric interpretation of 6 which satisfies ||0 + r*|| = ||7*||.

Note r(t) is obtained by moving the centroid of p(t) to the
origin. Due to the scale invariance, it can be verified that
[lr ()|l = ||7*|| = /ns for all ¢ > 0. Moreover, since p = p*,
we have 0(t) = r(t) — r*.

Lemma 7: System (11) evolves on the surface of the sphere

S={seR™:||5+7"| = |r*|}.

Proof: Tt follows from 6(t) =r(t) —r* that ||§(¢) +
|| = lr(©)]] = ||7*||, where ||r(¢)|| = ||*] is due to the scale
invariance. |

The state manifold S is illustrated by Fig. 6. We next intro-
duce a useful lemma and then prove that system (11) has two
isolated equilibriums on S.

Lemma 8: Any two unit vectors g;, go € R? always satisfy
g?Pﬁbgl = gZTPgng'

Proof: Since gig1 = g3 go =1, we have ngP92g1 =
91 (La — 9295 )91 = 91 91 — 91 9292 91 =93 92 — 93 9191 2=
93 (Ia = 9191)92 = 93 Py, 9o u

Theorem 10 (Equilibrium): Under Assumption 1, system
(11) has two isolated equilibriums, 6 = 0 and 6 = —27*.

Proof: Any equilibrium ¢ € S must satisfy f(J) =
HTdiag(P,,)g* = 0, which implies

gt = (") diag (Py,) g*

Py, g1 = Z llexll ( gk

0= (p")" H" diag (P,

gkgk

Since (g;)* P,, g; > 0, the above equationimplies (g;,) T P, g =

0 for all k. As a result, by Lemma 8, we have
9p Pyz g = 0= e Pyrej, = 0 for all k and thus
0 = ¢Tdiag (Pg;) p* AT diag ( ) diag ( ) Ap

R™(p*)

R(p*)

where the last equality is due to the facts that Py- = PHQZ and

e = Hp. The above equation indicates R(p*)p = 0. Observe
R(p*) = diag(Pg;)}_I has the same null space as the bear-
ing rigidity matrix R(p*) = diag(P,-/|le;||)H. Since G(p*)
is infinitesimally bearing rigid by Assumption 1, it follows
from Theorem 4 that Null(R(p*)) = span{l1 ® I4,p* —1®
p*}. Considering Rp)p=0<« R(p*)(p —1®p) =0, we
have

p—1l@pespan{l®I;,p" —1Rp}.
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Fig. 7. llustration of the target formation where § = 0 (solid) and its corre-
sponding point reflection where § = —2r* (dashed).

Because p — 1 ® p L Range(1 ® I;), we further know p —
1 ®p € span{p* — 1 ® p*}. Moreover, since ||[p —1® p|| =
[lp* — 1 ® p*|| due to the scale invariance, we have

p—1p=+(p"-11p").

(i) Inthecaseof p— 1 ®p =p" —1® p*, we have p = p* &
6 =0 and consequently g;; = g;; for all (i,j) € &. (ii) In
thecase of p—1®@p=—(p* —1®p*), we have p = —p* +
21®p") < d=—-2(p* —1®p*), and consequently g;; =
—g;; forall (i, ) € €. [ ]

The equilibrium § = 0 is desired whereas the other one § =
—2r* is undesired. As shown in the proof, the formation at § =
—2r* is geometrically a point reflection of the target formation
about the centroid. As a result, the two formations at the two
equilibriums have the same centroid, scale, and shape, but they
have the opposite bearings. See Fig. 7 for an illustration.

Although we will present a nonlinear stability analysis of
the two equilibriums later, it is still meaningful to examine
the Jacobian matrices at the two equilibriums. Based on the
Jacobian matrices, we are able to conclude by Lyapunov’s
indirect method that the undesired equilibrium 6 = —2r* is
unstable.

Proposition 1: Let A = 0f(§)/9¢ be the Jacobian of ().
At the undesired equilibrium § = —2r*, the Jacobian matrix
Als=_o,+ is symmetric positive semi-definite and at least one
eigenvalue is positive. As a result, the undesired equilibrium
0 = —2r* is unstable.

Proof: Recall fi(8) = — 3.\ Py,;9;;, Vi € V. For any
Jj & Ni, wehave A;; = 0f;/95; = 0. For any j € \;, we have

_afi 8qu 0gi; T 9gi; B *
A =25, = a5, %= \ a5, % T\ s, ) | 9

9gij — Py
90, el

(gz]gz]Id + gljg* T)

Gij

For any ¢ € V, we have

dgi P,
Aii _ 91] * Gz ij - Gz 9ij .
: =2 G 96; Z el
JEN; JEN; JEN;
Observe A;; = — ZjeM A;j and A;; = Aj;. Therefore, A has

a similar structure as graph Laplacian [21].

At the undesired equilibrium § = —2r* where g;; = —gfj for
all (4,7) € &, we have
Pg%, P :
A,, . . = — (I + * *T) & ”
z]|5_72r d T 9i59i ||873H ||€ 1
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for all j € N;. Similarly, we obtain

>0, VieV.

Aiils—_gp =

FEN;

Note Als—_o,~ is positive semi-definite definite. To see that,
consider any vector y = [y1,...,yX]T where y; € RY. Then,
YU (Als=—2r)y = 2 e Wi = ¥i)T Poz, (vi — yj)/lleisll =
0. Thus, Als—_o,.« has at least one positive eigenvalue and
consequently the undesired equilibrium § = —2r* is unstable
by Lyapunov’s indirect method. |

It can be shown that the Jacobian matrix at the desired equi-
librium § = 0is A|s—9 = —A|s=—2,+ < 0, which is symmetric
negative semi-definite. Since A|s—¢ is not Hurwitz, the stabil-
ity of § = 0 cannot be concluded by the Lyapunov’s indirect
method. We next present a complete and nonlinear stability
analysis of the two equilibriums.

Theorem 11 (Almost Global Exponential Stability): Under
Assumption 1, the system trajectory §(¢) of (11) exponentially
converges to § = 0 from any §(0) € S except 6(0) = —2r*.

Proof: Choose the Lyapunov function as

1
vV =|18]*
5 1191

The derivative of V is V = 5T5 =(p-p)Tp=
Substituting control law (9) into V' yields

)9 = —(") " diag (P,

ZHek” gk

—(p")"p.
V = — (p") " H"diag (P,,

m

— =Y @)

k=1

k)g*

gkgk gkgk < 0.

12)

Since V < 0, we have ||§(t)]| < [|6(0)| for all ¢ > 0. Further-
more, it follows from Lemma 8 that:

s\ T *
(9%)" Pyr9k = 94 Pyz 9k

substituting which into (12) gives
_ . * TP |ek|| eTp
Z Hek”gk Z ||€ HQ k
k=1

ming—1,...m [l <
< - 4(n —1)s2 Ze szek

(13)

where the inequality is due to the fact that ||es|| < 2v/n — 1s
as given in Corollary 2(b). Inequality (13) can be further
written as

V< — aeldiag (sz) e=—ap' H'diag (Pg;) Hp
= —ad" H"diag (P, ) H5 (due to diag(P; ) Hp' =0)

= —adt H'diag (Pg;) diag (sz) H .

RT(p*) R(p*)
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Observe f%(p*) has the same rank and null space as the bearing
rigidity matrix R(p*). Under the assumption of infinitesimal
bearing rigidity, it follows from Theorem 4 that Null(R(p*)) =
span{1 ® I, p*} and rank(R(p*)) = dn — d — 1. As a result,
the smallest d + 1 eigenvalues of RT (p*)R(p*) are zero. Let
the minimum positive eigenvalue of RT (p*)R(p*) be Agyo.
Decompose § to § = &, + ), where 0, L Null(R(p*)) and
8 € Null(R(p*)). Then (14) implies

V < —adgpolld|* (15)

Note J) is the orthogonal projection of ¢ on Null(R(p*)) =
span{l ® I4,r*}. Since 0 L span{l ® I;}, we further know
that 9| is the orthogonal projection of § on 7* (see Fig. 6). Let
0 be the angle between 0 and
(15) becomes

V < —algposin? )82 (16)

It can be seen from Fig. 6 that § € [0, 7/2). Let 6 be the value
of 6 at time ¢ = 0. Since ||6(¢)|| < ||6(0)] for all ¢, it is clear
from Fig. 6 that §(¢) > 6y. Then, (16) becomes

1% < —2adgyo sin? Oy V.
~————
K

(i) If 6 > 0, then K > 0. As aresult, the error ||§(t)|| decreases
to zero exponentially fast. (ii) If 8y = 0, it can be seen from
Fig. 6 that §(0) = —2r* which is the undesired equilibrium.
In summary, the system trajectory 0(¢) converges to § =0
exponentially fast from any initial points except § = —2r*. W

In terms of bearings, Theorem 11 indicates that g;;(¢) con-
verges to g;; forall (4, j) € € from any initial conditions except
9ij(0) = —g;;, ¥(i,j) € €. In addition, the eigenvalue A2 of
RT(p*)R(p*) affects the convergence rate of the system. Since
Adt2 > 0 if and only if G(p*) is infinitesimally bearing rigid,
the eigenvalue \;42 can be viewed as a measure of the “degree
of infinitesimal bearing rigidity.”

C. Collision Avoidance

It is worth noting that there is an implicit assumption in
the stability analysis in Theorem 11 that no two neighbors
collide with each other during the formation evolution. If two
neighbors collide, the bearing between them will be math-
ematically invalid. As a result, without this assumption, the
stability result in Theorem 11 is merely valid until collision
happens. In fact, control law (9) is not able to globally guarantee
collision avoidance (see, for example, Fig. 8). In practice, the
proposed control law may be implemented together with some
other mechanisms like artificial potentials to guarantee collision
avoidance. In this paper, we provide a sufficient condition that
ensures all agents maintain a minimum separation distance.

Theorem 12: Under Assumption 1, given a minimum dis-
tance 1 satisfying 0 < v < min; jey |[p; — p}l|, it can be guar-
anteed that [|p;(t) —p;(t)]| >, Vi,j €V, ¥t>0 if §(0)
satisfies

n

1 . * *«
Jo0) < = (miy It =53l =) a9
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@ ®
@ (b) (c)

Fig. 8. Control law (9) is not able to globally guarantee collision avoidance.
(a) Initial formation (b) target formation (c) collision.

Proof: Foranyi,j € Vandt > 0, since
pi(t) — p;(t) = [pi(t) — pi] — [p; (t) — p}] + [pi — P}
we have

Ipi(t) = p; ()] > |

i = 05| = Ipet) = vl = [l () — 5]

n

> ||y = p5]] = D Ipe(t) — i
/=1

> ||lp; — pj|| — v lp(t) — |-

Substituting §(¢) = p(t) — p* and ||5(¢)|| < ||6(0)] into the
above inequality gives

lpi(t) = pi )]l > [} = p5 || — v llo(0)]] -

As aresult, if (17) holds, we have the desired result. |

The upper bound for ||§(0)|| given in Theorem 12 is inversely
proportional to \/n. This is intuitively reasonable since the
chance for two agents colliding is high when the number of
the agents is large and consequently, the initial error must be
small to avoid collision. In addition, the condition given in
Theorem 12 is conservative. Extensive simulations have shown
that the proposed controller can avoid collisions even if the
above condition is not satisfied.

IV. BEARING-ONLY FORMATION CONTROL WITHOUT
A GLOBAL REFERENCE FRAME

In this section, we study the case where the global reference
frame is unknown to the agents and each agent can only
measure the bearings and relative orientations of their neighbors
in their local reference frames.

Consider n > 2 agents in R3. Denote p; € R3, v; € R3, and
w; € R3 as the position, linear velocity, and angular velocity
of agent 7 € V expressed in a global reference frame which is
unknown to each agent. There is a local reference frame fixed
on the body of each agent. We use the superscript b to indicate
a vector expressed in the local body frame. A vector quantity
without the superscript is expressed in the global frame. In
particular, v? and w? represent the linear velocity and angular
velocity of agent ¢ expressed in its own body frame. Let Q); €
SO(3) be the rotation form the body frame of agent i to the
global frame. Then, v; = Q;v? and w; = Q;w?. The position
and orientation dynamics of agent 7 is

- b
Di = Qivy,

Qi =Q; [w?] (18)
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where [-]« is the skew-symmetric matrix operator defined in (1),
and v% and w} are the inputs to be designed.

Denote, as before, e;; 2 p;j —p; and g;; = ei;/|lei;| for
(i,5) € €. Agent i can measure the bearings of its neighbors
in its local frame, {g?;}jex;, where g2; = Q[ gi;. Moreover,
assume agent ¢ can also measure the relative orientation of its
neighbors, {QTQ;};en;. The bearing-only formation control
problem to be solved in this section is stated as below.

Problem 2: Given feasible constant bearing constraints
{9i;}(i.j)ee and an initial formation G(p(0)) with agent orien-
tations as {Q;(0)};cy, design v¥(¢) and w?(¢) for agent i € V
based only on the local bearing measurements { gfj (t)}jen, and
relative orientation measurements {Q; (£)Q;(¢)}jen; such that
{Qi(t)}icy converge to a common value and g?;(t) — g;; as
t — oo forall (i,7) € £.

It is notable that there is an orientation synchronization
problem embedded in Problem 2. This scheme is inspired by
the works on formation control based on orientation align-
ment [26], [27]. Once the orientations of the agents have
synchronized, the synchronized local frames can be viewed
as a common frame where the bearing constraints should be
satisfied. It is worth mentioning that the value of the finally
synchronized orientation is not of our interest, and we only care
about the shape of the formation. If required in practice, one
may introduce a leader to control the synchronized orientation.

A. A Bearing-Only Control Law

The proposed position and orientation control laws are

==Y Py (L+QTQ)g; (%)
JEN;

[wf], = = (Q7Qi - QT Q). (19b)
JEN;

The proposed control law is distributed and can be implemented
without the knowledge of the global frame. It only requires
local bearing measurements {ggj }jen; and relative orientation
measurements {Q} Q;}jcn;. Control law (19b) actually is the
orientation synchronization control proposed in [28]. Substi-
tuting control law (19) into (18) gives the closed-loop system
dynamics with all vector quantities expressed in the global
frame as

Pi=— > Py, (Qi+ Q)i (20a)
JEN;

Qi=-Y Qi(QIQ:i—-QrQ,)). (20b)
JEN;

While deriving (20a), we use the fact that g;; = Q; g% and
Qinb,. QlT = Pgij’
We next show that the centroid and the scale of the formation
are invariant under control law (19).
Lemma 9: Under control law (19), p L span{1 ® I3, p}.
PVOOf:' Let Qij é Q1 + Qj' Then, pz = — ZJEM Pgij
Qijg;;- Consider an arbitrary oriented graph, the position



ZHAO AND ZELAZO: BEARING RIGIDITY AND ALMOST GLOBAL BEARING-ONLY FORMATION STABILIZATION

dynamics (20a) can be written in a matrix form as p =
H"diag(P,, )diag(Qx)g*. Because 1 ® I3 and p are all in the
left null space of H diag(P,, ), we obtain the result. [ |

Theorem 13 (Centroid and Scale Invariance): The centroid
p and the scale s are invariant under control law (19).

Proof: With Lemma 5, the proof is similar to Theorem 9.
|

Remark 3: It can be easily verified that Lemma 9 and
Theorem 13 hold for any position control law that has the form
of p; = — 31| Py, yij where y;; € R® and y;; = —y;.

The following fesults, which can be obtained from
Theorem 13, give bounds for max;cy ||p; (t) — p|| and ||p; (t) —
pi(®)l, Vi,j € V.

Corollary 3: The formation trajectory under the control law
(19) satisfies the following inequalities,

(@) s <maxey |[pi(t) —pl| < svn—1, ¥Vt > 0.
®) |lpi(t) —pj ()| <2sv/n—1, Vi,j €V, Vt > 0.

Proof: The proof is similar to Corollary 2. |

B. Formation Stability Analysis

The closed-loop system (20) is a cascade system: the dy-
namics of the orientation is independent to the dynamics of
the position, whereas the converse is not true. Similar cascade
systems can also be found in recent studies on formation control
in SE(2) or SE(3) [26], [27], [29], [30] and input-to-state
stability (ISS) can be used to prove the stability of the cascade
systems. In order to analyze the stability of system (20), we
first note that the orientation of the agents will synchronize by
control law (19b) under the following assumption [28].

Assumption 2: In the initial formation, there exists Qg €
SO(3) such that Q} Q; is (non-symmetric) positive definite for
alli € V.

Remark 4: Based on axis-angle representation, a rotation
matrix is positive definite if and only if the rotation angle is
in(—7/2,7/2).

Lemma 10 ([28, Thm 1]): Under Assumption 2, if the inter-
connection graph is fixed and strongly connected, the orienta-
tion control law (19b) guarantees orientation synchronization in
the sense that lim; ., QT Q; = I forall i, j € V.

Although the value of the final converged orientation is not
given in [28], there exists a unique Q* € SO(3) such that Q;
(i € V) converges to (Q* asymptotically. The specific value of
Q" is not of our interest and it is not required to prove the
formation stability. In fact, control law (19b) can be replaced
by any other orientation control law as long as it ensures the
orientations can converge to a common constant value. With
the above preparation, we next define the target formation that
the formation will converge to.

Definition 8 (Target Formation): Let G(p*) be the target
formation that satisfies

(a) Centroid: p* = p(0).

(b) Scale: s* = s(0).

(c) Bearing: (pj —p;)/|Ip;—pill=@Q"g;; forall (i, j) €.

Lemma 11 (Existence and Uniqueness): The target forma-
tion G(p*) in Definition 8 always exists and is unique under
Assumptions 1 and 2.
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Proof: The proof is similar to Lemma 6. But it should
be noted that the bearings of G(p*) in Definition 8 are

{Q*g;‘j}(w)eg instead of {g;‘j}(i7j)eg. [ |
Let §; £ pi — p;. It follows from the closed-loop position
dynamics (20a) that

jENi
= Z Py, Q9 + Z Py (2Q" — Qi — Q) g;; -
JEN: JEN;
$:(®) ha(t)

Denote § = [07,..., 05T, £(0) = [fL£(5),..., £X(0)]T, and

h(t) = [hT(t),...,hE(¢)]T. Then, the 5-dynamics is

0= f(8)+h(t) 1)

where h(t) can be viewed as an input. It should be noted that
the autonomous system (i.e., system (21) with h(¢) = 0)

0= f(5)

has already been well studied in Section III. For this au-
tonomous system, we know from Section III that § = 0 is an
almost globally stable equilibrium and g;;(t) — Q* g;; almost
globally as ¢t — oo.
Lemma 12: The input h(t) converges to zero asymptotically.
Proof: Note  [[h(t)]| < S0y [Iha(D)] < 0y 3 e,
Py, 2@~ Qi—Q;lllg3; ]l Since Qi Q, — Q" by Lemma 10
and || Py, || = ||g;;]| = 1, we have [|a(t)|| — Oast — oco. W
We next identify the state manifold and the equilibriums of
the d-dynamics (21). Denote, as before, r(t) = p(t) —1® p
andr* =p* —1®p".
Lemma 13: System (21) evolves on the surface of the sphere

S={0 R 5417 = ||}

Proof: Tt follows from §(t) =r(t) —r* that ||6(t) +
|| = |l (©)]] = ||r*||, where ||r(t)|| = ||*| is due to the scale
invariance. |

Theorem 14 (Equilibrium): Under Assumptions 1 and 2, the
closed-loop system (20) (i.e., the d-dynamics together with the
orientation dynamics) has two equilibrium points,

(a 6=0and Q; = Q*,Vi € V,

(b) 6 = —2r*and Q; = Q*,Vi € V.

Proof: Any equilibrium must satisfy

Z Pgij (QL + Q])g; = O, Vie V.
JjeN;

(22)

It follows from Lemma 10 that Q; = Q* (Vi € V) is the equi-
librium for the orientation dynamics (20b) under Assumption 2.
Then, (22) becomes

> Py, Qi =0,

JeEN;

Vi e V.

Similar to the proof of Theorem 10, it can be shown that the

above equation suggests two equilibriums: § =0 and § = —2r*.
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The bearings at the two equilibriums are g;; = Q*g;;, V(i,7) €
€and g;; = —Q%g;;, V(i,]) € £, respectively. |

The equilibrium ¢ = 0 is desired while the other one § =
—2r* is undesired. The formations at the two equilibriums have
the same centroid, scale, and shape, but they have the opposite
bearings. We next present the main stability result and show that
the desired equilibrium 6 = 0 is almost globally stable. Since
the equilibrium § = 0 for § = f(&) is almost globally stable, the
idea of the proof is to show system (21) is almost globally ISS
[31] and then the almost global stability can be concluded by
lim;_, h(t) = 0. Note the conventional ISS is not applicable
since it is defined for globally stable equilibriums.

Theorem 15 (Almost Global Asymptotical Stability): Under
Assumptions 1 and 2, the system trajectory 6(¢) of (21) asymp-
totically converges to § = 0 from any 6(0) € S except a set of
measure zero.

Proof: We first prove system (21) fulfills the ulti-
mate boundedness property [31, Proposition 3]. Consider the
Lyapunov function V = ||§]|?/2. For the autonomous system
§ = f(0), we already know from the proof of Theorem 11 that
there exists a positive constant  such that

av
a5

6<_ -2962__ 1— ||6||2 62
(6) < —ksin? 002 = —x L)l
Al

The derivative of V' along the trajectory of system (21) is

.oV
v =5 (F0) + h(t)

<HQ MW)IMQ%MMMWI
< o2
Al
|13
=l + L0y g
2]

< =26V 4wl 2] A1)

where the last inequality is due to |[d]] < 2|r*||. By
[31, Proposition 3], system (21) fulfills the ultimate bounded-
ness property.

We next show system (21) satisfies the three assumptions
A0-A2 in [31]. First, the state of (21) evolves on the sphere &
which satisfies assumption AQ. Second, consider V = ||§]|?/2.
For the autonomous system d = f(4), we have (9V/35) f(8) <
—rsin? 0|62 < 0 for all § € S except the equilibriums § = 0
and 0 = —2r*. Thus, assumption Al is fulfilled. Third, the
unstable equilibrium of the autonomous system b= (6) is
0 = —2r*. It is isolated. Similar to the proof of Proposition 1,
it can be shown that the Jacobian A = 9f /00 at § = —2r* is
positive semi-definite and at least one eigenvalue is positive. As
a result, assumption A2 is fulfilled.

Thus, it can be concluded from [31, Proposition 2] that
system (21) is almost globally ISS. Furthermore, since the input
h(t) converges to zero as shown in Lemma 12, the equilibrium
0 = 0 is almost globally asymptotically stable. The trajectory
of (21) asymptotically converges to 6 = 0 from any z(0) € S
except a set of zero measure. |

Remark 5: In terms of bearings, Theorem 15 indicates that
gij(t) almost globally converges to Q*g;; for all (i,j) € €.
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(2) (b)

Fig. 9. Case with a global reference frame in R? with n = 8, m = 16. (a)
Initial formation (b) final formation.

(a) (b)

Fig. 10. Case with a global reference frame in R? with n = 8, m = 13. (a)

Initial formation (b) final formation.

(@ (b)

Fig. 11. Case without a global reference frame in R? with n = 4, m = 5. (a)
Initial formation (b) final formation.

(@) (b)

Fig. 12. Case without a global reference frame in R? with n = 8, m = 13.
(a) Initial formation (b) final formation.

Consequently, gi;(t) = QF (1)gi;(t) = (@) Q*g;; = gi; as
t — oo. Therefore, control law (19) solves Problem 2.

V. SIMULATION EXAMPLES

In order to illustrate control law (8), we have already pre-
sented two simulation examples in Fig. 4. It is worth noting
that collinear initial formations may cause troubles for distance-
based formation control, but as shown in Fig. 4(b) it is not a
problem for bearing-only formation control. Two more sim-
ulation examples are shown in Figs. 9 and 10, respectively.
The initial formations are generated randomly. It is shown that
control law (9) can steer the agents to a formation that satisfies
the bearing constraints.

In order to illustrate control law (19), two simulation ex-
amples are shown in Figs. 11 and 12, respectively. The local
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frame for each agent is represented by the line segments in
red/solid, green/dashed, and blue/dotted in the figures. The
initial positions and orientations of the agents are generated
randomly. The target formations in Figs. 11 and 12 have the
same shape as those in Figs. 4(b) and 10, respectively. As can
be seen, the orientations of the agents finally synchronize, and
the bearing constraints are satisfied in the synchronized frames.

VI. CONCLUSION

In this paper, we first proposed a bearing rigidity theory
that is applicable to arbitrary dimensions and showed that the
shape of a framework can be uniquely determined by its inter-
neighbor bearings if and only if it is infinitesimally bearing
rigid. The infinitesimal bearing rigidity of a given framework
can be conveniently examined by a rank condition. The con-
nection between the proposed bearing rigidity and the well-
known distance rigidity has also been explored. We showed
that a framework in R? is infinitesimally bearing rigid if and
only if it is also infinitesimally distance rigid. Based on the
bearing rigidity theory, we studied the problem of bearing-
only stabilization of multi-agent formations. Two bearing-only
distributed formation control laws have been proposed, respec-
tively, for the cases with and without global reference frames.
Almost global formation stability for the control laws has been
proved.

It is assumed in this paper that the underlying graphs for the
frameworks or formations are undirected. In fact, the bearing
rigidity theory is independent to whether the underlying graph
is undirected or directed. By considering a directed graph (i.e.,
an orientation of the undirected graph), the bearing rigidity
results are still valid. The fundamental reason is that one of the
two bearings g;; and g;; is redundant since g;; = —g,;. How-
ever, the stability analysis of the bearing-only formation control
laws is merely valid for the undirected case. It is meaningful to
study bearing-only formation control with directed interaction
topologies in the future.

APPENDIX
A. Proof of Theorem 8 and Corollary 1

In order to prove Theorem 8 and Corollary 1, we need first
introduce some concepts and results in the distance rigidity
theory [22], [23]. Define the distance function for a framework
G(p) as

Al 2 T m
Fp(p) 2 3 [lles] ER™.

lem|1?] (23)

Each entry of Fp(p) corresponds to the length of an edge of
the framework. The distance rigidity matrix is defined as the
Jacobian of the distance function

Rp(p) 2 8F§p(p)

c Rmxdn

Let dp be a variation of p. If Rp(p)dp = 0, then dp is called
an infinitesimal distance motion of G(p). A framework is
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infinitesimally distance rigid if the infinitesimal motion only
corresponds to rigid-body rotations and translations.

Lemma 14 ([22]): A framework G(p) in R? is infinitesimally
distance rigid if and only if

dn—d(d+1)/2
nin—1)/2

if n>d,
rank(RD(p)){ ifn<d’

In the case of n > d, the framework G(p) is infinitesimally
distance rigid in R? if and only if rank(Rp(p)) = 2n — 3, and
in R? if and only if rank(Rp(p)) = 3n — 6.

To prove Theorem 8, we first prove the following result
which indicates that the bearing rigidity matrix always has the
same rank as the distance rigidity matrix for any framework
in R2,

Proposition 2: For any framework G (p) in R?, rank(R(p)) =
rank(Rp(p)).

a) Proof: Consider an oriented graph and write the bear-
ings of the framework as {gx } ;. Let Q, /> be a2 x 2 rotation

matrix that rotates any vector 7 /2. Denote gk L2 Qr /2 gk Then,
gx L gr and |lgi|l = llgr]l = 1. Since Py, = gi(g;)". the
bearing rigidity matrix can be rewritten as

o) =i () 1 =t (2 ) s ((0)") 7.
(

24)

The matrix diag((g;-)T)H can be further written as

diag ((g1)T) A = diag (gk QF ) H
ag (9F) (In © QL) (H & 1)
ag (gF) (H @ QF)»)

ag (90) H (In ® QL)

(25)

Note the distance rigidity matrix can be expressed as Rp(p) =
diag(eg)H (this expression can be obtained by calculat-
ing the Jacobian of the distance function (23)). Substituting
diag(g})H = diag(1/||ex||)Rp(p) and (25) into (24) yields

Rip) = dios (T4 ) Boio) (L0 Q). o

Since diag(gi/|lex||*) has full column rank and I, ® Q;f/Q is
invertible, we have rank(R(p)) = rank(Rp(p)). |

Proof of Theorem 8: By Theorem 4, a framework G(p) in
R? is infinitesimally bearing rigid if and only if rank(R(p)) =
2n — 3. By Lemma 14, a framework is infinitesimally dis-
tance rigid if and only if rank(Rp(p)) =2n — 3. Since
rank(R(p)) = rank(Rp(p)) as proved in Proposition 2, we
know rank(R(p)) = 2n — 3 if and only if rank(Rp(p)) =
2n — 3, which concludes the theorem. [ |

Proof of Corollary 1: It immediately follows from (26) that
R(p)dp = 0 if and only if Rp(p)dpt =
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