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The measurement model for sensor $i$ is

- **Bearing-only sensor:** $h(s_i - p) = s_i - p$
- **Range-only sensor:** $h(s_i - p) = \|s_i - p\|$
- **RSS-based sensor:** $h(s_i - p) = \ln \|s_i - p\|$

$g_i$ is the measurement vector from sensor $i$ to the target $p$. $s_i$ is the sensor location and $p$ is the target location.
The measurement model for sensor $i$ is
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The measurement model for sensor $i$ is

$$z_i = h(s_i - p) + v_i$$

- **Bearing-only sensor**: $h(s_i - p) = \frac{s_i - p}{\|s_i - p\|}$
- **Range-only sensor**: $h(s_i - p) = \|s_i - p\|$
- **RSS-based sensor**: $h(s_i - p) = \ln \|s_i - p\|$
Optimality Metrics

Fisher Information Matrix (FIM):

\[ F = \sum_{i=1}^{n} \left[ \frac{\partial h}{\partial p} \right]^T \Sigma_i^{-1} \frac{\partial h}{\partial p} \]

- \( \Sigma_i \): how accurate the measurement is
- \( \frac{\partial h}{\partial p} \): how much useful information the measurement has
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<table>
<thead>
<tr>
<th>Sensor type</th>
<th>Measurement model</th>
<th>FIM</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bearing-only</td>
<td>(h(r_i) = \frac{r_i}{|r_i|})</td>
<td>(F = \sum_{i=1}^{n} c_i^2 (I_d - g_i g_i^T))</td>
<td>(c_i = \frac{1}{\sigma_i |r_i|})</td>
</tr>
<tr>
<td>Range-only</td>
<td>(h(r_i) = |r_i|)</td>
<td>(F = \sum_{i=1}^{n} c_i^2 g_i g_i^T)</td>
<td>(c_i = \frac{1}{\sigma_i})</td>
</tr>
<tr>
<td>RSS</td>
<td>(h(r_i) = \ln |r_i|)</td>
<td>(F = \sum_{i=1}^{n} c_i^2 g_i g_i^T)</td>
<td>(c_i = \frac{1}{\sigma_i |r_i|})</td>
</tr>
</tbody>
</table>
Common optimality metrics:

- **T-Optimality:** maximize $\text{tr } F = \sum_{i=1}^{d} \lambda_i$
- **A-Optimality:** minimize $\text{tr } F^{-1} = \sum_{i=1}^{d} 1/\lambda_i$
- **D-Optimality:** maximize $\text{det } F = \prod_{i=1}^{d} \lambda_i$

**Interpretation:**
- Maximize the information obtained by the sensors
- Minimize the volume of the uncertainty ellipsoid

**Limitation:** not applicable to 3-D cases
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#### Definition (Irregularity)

- The weights for $n$ sensors: $c_1 \geq c_2 \geq \cdots \geq c_n > 0$
- Dimension: $d = 2, 3$

Denote $k_0$ as the smallest nonnegative integer $k$ for which

$$c_{k+1}^2 \leq \frac{1}{d - k} \sum_{i=k+1}^{n} c_i^2.$$ 

The integer $k_0$ is called the irregularity of $\{c_i\}_{i=1}^{n}$ with respect to $d$. 

---
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**Theorem (Regular optimal placement)**

In $\mathbb{R}^d$ with $d = 2$ or $3$, if the positive coefficient sequence $\{c_i\}_{i=1}^n$ is regular, then the objective function $\|G\|^2$ satisfies

$$\|G\|^2 \geq \frac{1}{d} \left( \sum_{i=1}^n c_i^2 \right)^2.$$  

The lower bound of $\|G\|^2$ is achieved if and only if

$$\sum_{i=1}^n c_i^2 g_i g_i^T = \frac{1}{d} \sum_{i=1}^n c_i^2 I_d.$$
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**Theorem (Irregular optimal placement)**

In $\mathbb{R}^d$ with $d = 2$ or $3$, if the positive coefficient sequence $\{c_i\}_{i=1}^n$ is irregular with irregularity as $k_0 \geq 1$, without loss of generality $\{c_i\}_{i=1}^n$ can be assumed to be a non-increasing sequence, and then the objective function $\|G\|^2$ satisfies

$$\|G\|^2 \geq \sum_{i=1}^{k_0} c_i^4 + \frac{1}{d - k_0} \left( \sum_{i=k_0+1}^n c_i^2 \right)^2.$$

The lower bound of $\|G\|^2$ is achieved if and only if

$$\{g_i\}_{i=1}^n = \{g_i\}_{i=1}^{k_0} \cup \{g_i\}_{i=k_0+1}^n,$$

where $\{g_i\}_{i=1}^{k_0}$ is an orthogonal set, and $\{g_i\}_{i=k_0+1}^n$ forms a regular optimal placement in the $(d - k_0)$-dimensional orthogonal complement of $\{g_i\}_{i=1}^{k_0}$.
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Theorem (Regular optimal placement)

In $\mathbb{R}^d$ with $d = 2$ or $3$, if the positive coefficient sequence $\{c_i\}_{i=1}^n$ is regular, then the objective function $\|G\|_2^2$ satisfies

$$\|G\|_2^2 \geq \frac{1}{d} \left( \sum_{i=1}^{n} c_i^2 \right)^2.$$

The lower bound of $\|G\|_2^2$ is achieved if and only if

$$\sum_{i=1}^{n} c_i^2 g_i g_i^T = \frac{1}{d} \sum_{i=1}^{n} c_i^2 I_d.$$

Theorem (Irregular optimal placement)

In $\mathbb{R}^d$ with $d = 2$ or $3$, if the positive coefficient sequence $\{c_i\}_{i=1}^n$ is irregular with irregularity as $k_0 \geq 1$, without loss of generality $\{c_i\}_{i=1}^n$ can be assumed to be a non-increasing sequence, and then the objective function $\|G\|_2^2$ satisfies

$$\|G\|_2^2 \geq \sum_{i=1}^{k_0} c_i^4 + \frac{1}{d - k_0} \left( \sum_{i=k_0+1}^{n} c_i^2 \right)^2.$$

The lower bound of $\|G\|_2^2$ is achieved if and only if

$$\{g_i\}_{i=1}^{n} = \{g_i\}_{i=1}^{k_0} \cup \{g_i\}_{i=k_0+1}^{n},$$

where $\{g_i\}_{i=1}^{k_0}$ is an orthogonal set, and $\{g_i\}_{i=k_0+1}^{n}$ forms a regular optimal placement in the $(d - k_0)$-dimensional orthogonal complement of $\{g_i\}_{i=1}^{k_0}$.

Observation

An irregular optimal sensor placement problem can be converted to a regular optimal sensor placement in a lower dimensional space.
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\[ V = \|G\|^2/4. \] Gradient descent control:

\[ \dot{r}_i = - \left( \frac{\partial V}{\partial r_i} \right)^T = -P_i G g_i. \]

Regular placements:
$$V = \|G\|^2/4.$$ Gradient descent control:

$$\dot{r}_i = -\left(\frac{\partial V}{\partial r_i}\right)^T = -P_i G g_i.$$  
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