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Abstract: Multi-agent systems driven by large language models (LLMs) have
shown promising abilities for solving complex tasks in a collaborative manner.
This work considers a fundamental problem in multi-agent collaboration: con-
sensus seeking. When multiple agents work together, we are interested in how
they can reach a consensus through inter-agent negotiation. To that end, this work
studies a consensus-seeking task where the state of each agent is a numerical value
and they negotiate with each other to reach a consensus value. It is revealed that
when not explicitly directed on which strategy should be adopted, the LLM-driven
agents primarily use the average strategy for consensus seeking although they may
occasionally use some other strategies. Moreover, this work analyzes the impact
of the agent number, agent personality, and network topology on the negotiation
process. The findings reported in this work can potentially lay the foundations for
understanding the behaviors of LLM-driven multi-agent systems for solving more
complex tasks. Furthermore, LLM-driven consensus seeking is applied to a multi-
robot aggregation task. This application demonstrates the potential of LLM-driven
agents to achieve zero-shot autonomous planning for multi-robot collaboration
tasks. Project website: westlakeintelligentrobotics.github.io/ConsensusLLM/.

1 Introduction

Background: In recent months, multi-agent systems driven by large language models (LLMs) have
received rapidly increasing attention. It is reported that the problem-solving ability of LLMs can be
significantly enhanced through collaboration between multiple agents [1–3]. The works in MetaGPT
[4], CAMEL [5], and ChatDev [6] break down complex tasks into simpler sub-tasks, which are then
handled by different agents separately. These collaboration strategies, to some extent, can reduce
hallucinations [7] and enhance the ability to solve complex tasks.

Topic addressed: Our work considers a fundamental problem in multi-agent systems: consensus
seeking. When multiple LLMs are used to solve the same task, they may have different solutions
initially, but they can eventually reach the same solution through continuous negotiation. This is es-
sentially a consensus-seeking process. Consensus seeking also widely exists in collective decision-
making systems such as animal groups [8] and human societies [9]. It is also a core research problem
in the fields of multi-robot systems [10–14] and federated learning [15].

Research gap: Consensus seeking via LLMs has not been well understood so far. There are many
important questions that need to be answered. For instance, if we use multiple LLMs to assist us in
negotiations or problem-solving, it is important for us to know whether they can eventually reach a
consensus amongst themselves. If they can, how long would it take and what factors can influence
the final consensus outcome? If they cannot, what factors may lead to this failure? The answers
to these questions play a pivotal role in our proper utilization of LLMs. For example, it would be
beneficial if we could predict the final negotiation outcome even before deploying LLMs or we know
how to obtain desired negotiation outcomes by adjusting some prompts.
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Problem setup: In this work, we study a specific consensus-seeking task. Specifically, in an LLM-
driven multi-agent system, each agent starts with an initial state represented by a numerical value.
The objective for them is to continuously adjust their states to achieve the same final state. Through-
out this process, each agent can perceive the states of the other agents, and based on this information,
formulate strategies to adjust their own states.

Significance: This consensus-seeking task is an abstraction of more complex tasks. Understanding
this simple task can lay the necessary foundations for understanding more complex ones. Specifi-
cally, in this task, the state of each agent corresponds to a point in the set of real numbers. In more
complex tasks, the state of each agent may correspond to a point within a more complex set (e.g., a
set of solutions).

Findings: The primary findings of this work are summarized below.

1) Consensus strategy: When not explicitly directed on which strategy the agents should adopt,
they often tend to use an average strategy for consensus seeking although they may also occa-
sionally use some other strategies. By the average strategy, an agent sets its state in the next
round as the average value of the current states of all agents. This strategy shows that the agent
is considerate and collaborative.

Interestingly, average consensus is a well-studied problem in the field of multi-agent coopera-
tive control [10–14]. In that context, each agent is modeled as a dynamic system governed by
ordinary differential or difference equations (ODEs). This work reveals the similarity between
the behavior exhibited by LLM-driven and ODE-driven multi-agent systems. The existing theo-
retical results of ODE-driven agents can provide a theoretical foundation to help us understand
LLM-driven agents.

2) Impact of personality: A person’s personality often plays a significant role in negotiation and
collaboration tasks. Motivated by this, we examined two types of personalities: stubborn and
suggestible. Compared to suggestible agents, stubborn agents tend to insist on their views and
are less likely to change. We observed that stubborn agents have a dominant influence on the final
consensus value of the group, leading the entire system to display a leader-follower structure.

3) Impact of topology: The flow of information in a multi-agent system corresponds to a net-
work topology, which plays a pivotal role in negotiations. We examined several typical network
topologies. For instance, when the network is fully connected, the exchange of information
is most efficient, resulting in fast consensus convergence speed. When the network is not fully
connected, the consensus convergence speed slows down. In the case of directed graphs, a leader-
follower hierarchical structure emerges since some agents have a dominant influence on the final
consensus outcome. In some systems, due to the interplay between personality and topology,
consensus may not be reached, leading to clustering outcomes.

4) Impact of agent number: It is shown by Monte Carlo simulation that as the number of agents
increases, the variance of the final consensus value decreases. This suggests that multiple agents
can alleviate the randomness or hallucinations of the system so that a consistent outcome can
be obtained in different trials. Moreover, while a small number of suggestible agents may cause
oscillations of their states, a large number of them can suppress the occurrence of oscillations,
suggesting that increasing the number of agents may stabilize group decision-making.

Application to multi-robot aggregation: The LLM-driven consensus seeking framework is further
applied as a cooperative planner to a multi-robot aggregation task. In this task, multiple robots
starting from different initial positions plan and move to a common position in the plane. It is a
consensus seeking problem in Euclidean space. This application is important since it shows the
potential of LLM-driven agents to achieve zero-shot autonomous task planning based on simple
verbal commands.
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You are an agent moving in a one-
dimensional space. 

You are an agent moving in a one-
dimensional space. 

"Another agent is present in the space, 
and you need to gather. Your position is: 
39 and the other agent's position is: [87]." 
You need to choose a position to move to 
in order to gather, and briefly explain the 
reasoning behind your decision. Strictly 
follow the 'Reasoning: . . . , Position: . . .' 
format to provide your answer. In the 
'Reasoning' section, it is your thought 
process, while the 'position' section is only 
the location you wish to move to in this 
round, without any further explanation 
needed. 

"Another agent is present in the space, and 
you need to gather. Your position is: 87 and 
the other agent's position is: [39]." You 
need to choose a position to move to in 
order to gather, and briefly explain the 
reasoning behind your decision. Strictly 
follow the 'Reasoning: . . . , Position: . . .' 
format to provide your answer. In the 
'Reasoning' section, it is your thought 
process, while the 'position' section is only 
the location you wish to move to in this 
round, without any further explanation 
needed. 

Reasoning: In order to gather with the 
other agent, I need to move towards their 
position. Since the other agent is at 
position 87 and I am at position 39, I need 
to move towards the right direction to 
reach their position. Position: 40 

Reasoning: In order to gather with the 
other agent, I need to move towards their 
position. Since their position is 39 and 
mine is 87, I need to move towards the 
left to reach them. However, I also need to 
consider the distance between us and 
choose a position that is close enough to 
gather efficiently. Position: 60 

Agent 1 Agent 2 

You have moved to 40.0, and the latest 
position of another agent is: [60.0]., please 
choose the position you want to move to 
next. 

You have moved to 60.0, and the latest 
position of another agent is: [40.0]., please 
choose the position you want to move to 
next. 

Agent 1 

Reasoning: The other agent has moved 
closer to my position, so I need to adjust 
my position accordingly to gather with 
them. Since the other agent is now at 
position 60 and I am at position 40, I need 
to move towards the right direction. 
Position: 50 

Agent 2 

Reasoning: Since the other agent's 
position is 40.0 and I am currently at 60.0, 
I need to move towards their position. 
However, I also need to consider the 
distance between us and choose a 
position that is close enough to gather 
efficiently. Position: 50.0 

You have moved to 50.0, and the latest 
position of another agent is: [50.0]., please 
choose the position you want to move to 
next. 

You have moved to 50.0, and the latest 
position of another agent is: [50.0]., please 
choose the position you want to move to 
next. 

Agent 1 

Reasoning: The other agent is now at the 
same position as me, so I don't need to 
move anymore. We have successfully 
gathered at position 50. Position: 50 

Agent 2 

Reasoning: The other agent's position is 
now 50.0, which means we have reached 
the same position and can gather together. 
Since we are already at the same position, 
there is no need for further movement. 
Position: 50.0 

. . . . . . 

Round 0 Round 0 

Round 1 Round 1 

Round 2 Round 2 

Figure 1: An illustration of the negotiation process of two agents. The upper subfigure shows the conversation
details. The lower subfigure visualizes the state history of the two agents.
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2 Problem Setup

Consider n (n ≥ 2) agents, each driven by an LLM (GPT-3.5-turbo-0613). These n agents, at the
initial moment, are randomly assigned a number between 0 to 100 as their state. This number can
be thought of as the position of the agent in a one-dimensional space, or the index of a point in a
more complex solution space. Through multiple rounds of inter-agent negotiation, the agents are
expected to reach a consensus value.

The negotiation process is illustrated in Figure 1 and explained as follows. The initial prompt for
each agent is the same apart from the difference in their initial states. In each round, every agent
must decide on a new state based on the information of the other agents’ states. The output of each
agent in every round consists of two parts. The first part is “Reasoning”, which briefly explains the
logic behind its decision. The second part is the “Position”, which represents the new state chosen
by the agent. The introduction of reasoning is motivated by the Chain of Thought (CoT) [16]. It can
avoid basic errors to guide the agents to produce more reliable answers. It also allows us to observe
the strategies chosen by the agent.

Two remarks about this problem setup are given below.

1) The state of an agent can correspond to each agent’s thoughts, objectives, solutions, etc. In this
paper, the state of an agent is a number, which can be thought of as an abstract state or the index
of more complex quantities. If each agent represents a mobile robot, the number may correspond
to the position of the robot on a one-dimensional straight line. In this context, consensus seeking
corresponds to the aggregation task, which is a fundamental task for multi-robot systems [17]. In
particular, it refers to the task where multiple robots, starting from different locations, converge
at the same location.

2) Although we know quite a few strategies for consensus seeking among multiple agents, we avoid
directly instructing the agents on which strategy to adopt and hope the agents autonomously
select strategies. This is important because we may no longer know strategies for more complex
tasks. It is essential for the agents to autonomously generate strategies.

3 Experimental Findings

3.1 Consensus strategies and consensus values

Extensive experiments show that consensus can be achieved in most cases, as illustrated in Figure 2.
There are also some minor yet interesting cases where consensus fails to be achieved, as illustrated
in Figure 3.

The strategies that the agents may adopt are summarized below.

1) Average strategy: The most common strategy adopted by the agents is the average strategy:
the agents set their state in the next round as the average value of the current states of all agents
(Figure 2(a)). This is a reasonable strategy that shows the agent is considerate and collaborative.
It is worth noting that we did not instruct the agents on how to select their strategies, so the
selection is inherent to the LLM. Sometimes, when calculating the average value, an agent may
exclude its own state (Figure 2(b)).

2) Suggestable strategy: At times, an agent may choose another agent’s state as its next state
(Figure 3). Agents using this strategy demonstrate a high degree of collaboration. However,
when all agents adopt this strategy, it may lead to oscillation. As illustrated in Figure 3(a), both
agent 1 and agent 2 persistently choose each other’s states as their next states throughout the
iterations. This behavior causes the system to oscillate continuously, preventing the agents from
successfully reaching consensus.

3) Stubborn strategy: Agents using this strategy display a high degree of stubbornness or selfish-
ness. They expect other agents to move toward them and firmly believe that staying in place is
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Reasoning: To gather at the same position, I need to choose a 
position that is closer to the average position of all the agents. 
The average position can be calculated by summing up all the 
positions of the agents and dividing it by the total number of 
agents. In this case, the average position is (39 + 65 + 87) / 3 = 
63.67. Since I can only move to an integer position, I will 
round the average position to the nearest whole number, 
which is 64. Therefore, I will choose the position 64 to move 
to. Position: 64

Agent 2

Round 0

(a) The agent counts its own state when calculating the average.

Reasoning: In order to gather at the same position as the 
other agents, I need to choose a position that is closer to the 
average of all the positions. The average of the other people's 
positions is (6+94)/2 = 50. Since my current position is 32, I 
will move closer to the average position in order to minimize 
the distance between us and converge faster. Position: 50

Agent 2

Round 0

(b) The agent does not count its own state when calculating the average.

Figure 2: Examples in which consensus is successfully achieved. As can be seen, the states of the three
agents reached a consensus after several rounds of negotiations. The agents adopt the average strategy in these
negotiation processes. However, the agents may or may not count their own state when using this strategy.

Reasoning: Since there is only one other agent at position 12.0, 
the most efficient way to gather is for me to move towards 
their position. This will minimize the total distance traveled by 
both agents. Position: 12.0

Agent 2

Round 1

Reasoning: Since my current position is closer to the other 
agent's position, it would be more efficient to move towards 
their location rather than staying where I am. Moving towards 
them will help us gather quickly. Position: 50.0

Agent 1

Round 1

(a) Suggestible strategy

Reasoning: Since my current position is 61 and the other 
agents' positions are 8 and 17, I am already closer to the other 
agents than they are to each other. Therefore, it would be 
more efficient for me to stay in my current position and wait 
for the other agents to move closer to me. Position: 61

Agent 1

Round 1

Reasoning: Now that I have moved to position 8.0, I need to 
choose a position that brings me closer to both agents at 
positions 61.0 and 17.0. Moving towards position 17.0 would 
bring me closer to both agents. · · · Position: 17.0 

Agent 2

Round 1

(b) Stubborn strategy

Reasoning: To gather with the other agents at position 81, I 
need to continuously move closer to the average of all 
positions. Considering the current positions of the other 
agents, I need to choose a position that is closer to the 
average than my current position. Position: 59.0

Agent 4

Round 1

(c) Erroneous strategy

Figure 3: Examples in which the agents fail to reach consensus. The agents adopt different strategies in these
examples.
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Figure 4: Statistical results of the final consensus values. As can be seen, the mean of the statistics is close to
the average of the initial states, and the variance decreases as the number of agents increases. Here, the small
dots represent data points. The numbers of agents were selected as 2, 4, 6, and 8, and temperatures were set to
0.0 and 0.7, resulting in 8 groups totaling 2,400 experiments. In each experiment, the initial state of the agents
was randomly set.

the most advantageous choice for themselves (Figure 3(b)). In this case, the other agents, in order
to complete the consensus task, decide to compromise, resulting in gradually moving toward the
stubborn agent.

4) Erroneous strategy: LLMs may sometimes exhibit hallucinations or make incorrect decisions.
As illustrated in Figure 3(c), agent 4 mistakenly believes that 81 is the next state for all the
other agents. Consequently, it moves toward 81. The other agents exhibit a following behavior,
gradually trailing agent 4. This phenomenon demonstrates how hallucinations can propagate in
multi-agent systems.

In addition to strategies, the finally reached consensus value is also an important quantity of interest.
Our experiments show that in most situations, the final consensus value is close to the average of the
initial states of all agents. This is mainly attributed to the average strategy adopted by the agents in
most scenarios.

We conducted Monte Carlo simulation to examine the final consensus value. From the statistics as
shown in Figure 4, we highlight two important observations:

1) Impact of agent number: As the number of agents increases, the variance of the consensus
value decreases, and the mean gets closer to the initial average. This observation suggests that
multiple agents can alleviate the randomness or even hallucinations of LLMs so that a consistent
outcome can be obtained. This is consistent with the conclusions drawn in the previous studies
that multi-agent collaboration can reduce hallucinations for solving complex tasks [7].

2) Impact of temperature: Compared to the temperature=0.7 setting, when the temperature is set
to 0, we observed that the bias exhibits a higher compactness around the initial average. It is
suggested that a lower temperature brings slightly better stability to the system, while a higher
temperature introduces more divergence.

3.2 Impact of personality

We did not intentionally set the personality of the agents in the experiments discussed in Section 3.1.
We observed that the agents tend to be considerate and cooperative in most cases: they actively take
into account the states of other agents to change their own states. However, we also observed that
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You are an extremely stubborn person, prefer 
to remain stationary.

You are an extremely suggestible person, 
prefer to move to someone else's position.

Reasoning: I will not change my position and 
will continue to expect the other agent to 
come to me.
Position: . . .

Reasoning: It would be more efficient for me 
to adjust my position to match theirs. 
Position: . . .

Agent 1 Agent 2

Figure 5: The prompt used to set the personality of each agent.

Reasoning: Since I am an extremely stubborn person who 
prefers to remain stationary, I will not be moving from my 
current position. I will wait for the other agent to come to me. 
Position: 20

Agent 1

Round 0

Reasoning: Since I am an extremely suggestible person and 
prefer to adopt someone else's position, I will choose to move 
towards the position of the other agent. This will allow us to 
gather together and potentially coordinate our actions more 
effectively. Position: 20

Agent 2

Round 0

(a) Agent 1 is stubborn; agent 2 is suggestible

Reasoning: Since I am an extremely suggestible person and 
prefer to adopt someone else's position, I will choose to move 
towards the other agent's position. This way, I can align myself 
with their location and facilitate the gathering process. 
Position: 25

Reasoning: Since I am an extremely suggestible person and 
prefer to adopt someone else's position, I will move towards 
the position of the other agent. This will facilitate the 
gathering process and ensure that we meet at a common 
location. Position: 58

Agent 1

Agent 2

Round 0

Round 0

(b) Agent 1 is suggestible; agent 2 is also suggestible

Reasoning: Since I am an extremely stubborn person and 
prefer to remain stationary, I will not move from my current 
position. I will wait for the other agent to come to me at 
position 20. Position: 20

Reasoning: Since I am an extremely stubborn person and 
prefer to remain stationary, I would not move from my current 
position of 80. I would expect the other agent to come to me 
if they want to gather. Moving from my position would go 
against my stubborn nature. Position: 80

Agent 1

Agent 2

Round 1

Round 1

(c) Agent 1 is stubborn; agent 2 is also stubborn

Figure 6: The impact of personalities in the case of two agents. As can be seen, different personalities lead to
different negotiation outcomes.

the agents may be highly suggestible or stubborn. To further explore the impact of agent personality,
we conducted the following experiments.

We set the personalities of the agents through prompts, as shown in Figure 5. Two personalities are
examined: the first is stubborn and the second is suggestible. A stubborn agent tends to stick to its
state, making it non-cooperative. In contrast, a suggestible agent tends to easily change its state.

First, consider the scenarios when there are two agents:
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Reasoning: Since I am extremely susceptible to 
the influence of others and prefer to move to 
someone else's position, I will choose to move 
to the position that is most frequently 
occupied by the other agents. This way, I will 
increase the likelihood of gathering with the 
majority. Position: 61.0

Agent 10

Round 2

(a) Agents 1-10: suggestible

Reasoning: Since my current position of 75.0 is 
already aligned with one of the agents, it 
would be most efficient for me to stay at this 
position and avoid any unnecessary movement. 
Moving to any other position would not 
contribute to the goal of gathering at the same 
position. Position: 75.0

Agent 5

Round 3

Reasoning: As someone who is highly 
influenced by others, my decision to move will 
be based on the positions of other agents. In 
this case, since the majority of the other 
agents are still at position 35.0, it would be 
beneficial for me to stay at this position to 
increase the chances of gathering with the 
majority. Position: 35.0

Agent 4

Round 3

(b) Agents 1-7: stubborn, agents 8-10: suggestible

Figure 7: The impact of personalities in the case of 10 agents. If all agents are suggestible, the system may
still reach a consensus. When there are multiple stubborn agents, the system may have multiple clusters.

1) Stubborn and suggestible: If one agent is stubborn and the other is suggestible, the stubborn
agent’s state hardly changes, while the suggestible agent gradually aligns with the stubborn agent
(Figure 6(a)).

2) Both are suggestible: When both agents are suggestible, they tend to align their states with the
other’s, which may lead to oscillations (Figure 6(b)). This phenomenon is noteworthy because
such oscillations can make it challenging to reach a consensus. Therefore, to achieve consensus
efficiently, the agents should not be too suggestible.

3) Both are stubborn: When both agents are stubborn, reaching consensus between them becomes
challenging, as both hold their states, expecting the other to compromise (Figure 6(c)). Although
sometimes one stubborn agent might eventually compromise to align with the other agent, such
a process converges slowly.

Next, consider some scenarios involving more agents (e.g., 10 agents).

1) All agents are suggestible: Although two suggestible agents may cause oscillation in their states
(Figure 6(b)), 10 suggestible agents often reach consensus without state oscillation (Figure 7(a)).
That is because, due to the increased number of agents, they tend to choose states where the
majority reside, thereby suppressing the occurrence of oscillations. This indicates that increasing
the number of agents may effectively stabilize group decision-making.

2) Multiple stubborn agents: When multiple agents are stubborn, a clustering phenomenon may
emerge (Figure 7(b)). That is, some agents aggregate at one particular state, while the rest ag-
gregate at another distinct state. Both of these clusters firmly believe that their stance is right and
should not be changed, leading to a deadlock situation.
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Reasoning: Since my position is 65, and the other agents' 
positions are 39 and 87, I need to choose a position that is 
more or less equidistant from both of them to minimize the 
total distance traveled by all agents. The midpoint between 39 
and 87 is 63, so moving to that position would be a good 
choice. Position: 63

…The average of the current positions, 39, 65, and 87, is (39 + 
65 + 87) / 3 = 63.67. Since I can only move to an integer 
position, I will round the average to the nearest whole number. 
Thus, I should choose a position of 64, which is closest to the 
average. Position: 64

Reasoning: To gather at the same position, I need to choose a 
location that minimizes the overall distance between all 
agents. Currently, the agents are located at positions 65, 39, 
and 87. Moving to position 65 or 39 will reduce the overall 
distance and facilitate the gathering process. Position: 65

Agent 1

Agent 2

Agent 3

Round 0

Round 0

Round 0

(a) Fully connected

… The center position can be calculated by taking the average 
of their positions. Once I find the center position, I will move 
to that location. Position: (25 + 77) / 2 = 51

Reasoning: Now that I am at position 31.0 and the other agent 
is at position 51.0, I want to choose a position that is closer to 
their location but still allows us to meet halfway. Position: 41.0

…The closest position to both 57.0 and 51.0 is the midpoint
between these two positions, which is 54.0. Moving to this 
position will bring all agents closer together and reduce the 
total distance traveled. Position: 54.0

Agent 1

Agent 2

Agent 3

…To gather with the other agents, I will move to the center 
position. Position: (51.0 + 31.0 + 57.0) / 3 = 46.3

Round 0

Round 1

Round 1

Round 1

(b) Not fully connected

Figure 8: The impact of topologies when the network is undirected. As can be seen, when the topology is
fully connected, the convergence speed is fast. When the topology is not fully connected, consensus can still
be achieved but the convergence speed is slower.

3.3 Impact of network topology

A fundamental requirement of a multi-agent system is information sharing among the agents. The
flow of information corresponds to a network topology, which plays an essential role in negotiations.
Until now, we have only considered fully connected network topologies. That is, every agent can
access the information of all other agents. However, this may not always be true. It is important to
examine the impact of different network topologies.

First, consider some typical network topologies for three agents.

Undirected networks: In an undirected network, the flow of information between multiple intelli-
gent agents is bidirectional. That is if agent i can access information from agent j, then agent j can
also access information from agent i.

1) Fully connected: As shown in Figure 8(a), every agent can access the information of all other
agents. Since the exchange of information is efficient in this case, the convergence speed is fast.

2) Not fully connected: As shown in Figure 8(b), agent 2 and agent 3 cannot exchange information
directly. Although consensus can still be achieved, the speed of convergence is slower compared
to the fully connected case.
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Reasoning: My goal is to gather with the other agents at the 
same position. Since there are no other agents present at the 
moment, I can choose any position to move to. However, I will 
choose a position that is closer to the center of the space to 
minimize the average distance between all the agents. 
Position: 50

Reasoning: Since the other agents are currently located at 
position 50.0 and I am already at 67.0, the best decision to 
gather with them would be to move to their position. Position: 
50.0

Reasoning: Now that I have moved closer to the other agent's 
position, it is important to adjust my position again in order to 
reduce the overall travel distance for all agents. Since the 
other agent's position is now at 50.0 and I am at 30.0, I should 
continue moving closer to their position. Position: 40.0

Agent 1

Agent 2

Agent 3

Round 0

Round 1

Round 1

(a) A leader-follower structure

. . . I will choose a position that is closer to the middle of the 
one-dimensional space. This way, it reduces the distance for 
others to travel and increases the likelihood of reaching a 
common gathering point in a shorter amount of time. Position: 
25

Reasoning: Since my current position is 66 and the other 
person's position is 25, it is evident that I am still closer to the 
gathering point than the other person. In order to minimize 
the overall distance covered by all agents, I should continue 
moving towards the other person's position. Position: 45

Reasoning: Since the other agent is at position 66.0, I need to 
move towards that location to gather with them. Position: 
66.0

Agent 1

Agent 2

Agent 3

Reasoning: In order to gather at the same position as the 
other agents, I need to move towards the location of 45.0. 
Position: 45.0

Round 0

Round 1

Round 1

Round 2

(b) A chain structure

Figure 9: The impact of topologies when the network is directed. As can be seen, the system shows a leader-
follower structure, where the state of the leader determines the final consensus outcome. Here, the arrows
indicate the information flow.

Directed networks: In directed networks, the flow of information between the agents may be
unidirectional. That is if agent i can obtain information from agent j, agent j may not necessarily
obtain information from agent i.

1) As shown in Figure 9(a), agent 2 and agent 3 can receive information from agent 1, but agent 1
cannot receive information from agents 2 and 3. As a result, agent 1 plays the role of a leader,
while agents 2 and 3 play the role of followers. Ultimately, the states of agents 2 and 3 will tend
toward the state of agent 1. The entire process becomes a leader-follower consensus seeking
problem.

2) As depicted in Figure 9(b), agent 1 is the leader of agent 3, and agent 3 is the leader of agent 2.
Thus, the states of the other two agents eventually converge to the state of agent 1. Since agent 2
cannot directly access the information of agent 1, the entire convergence process tends to be
slower.

For more complex networks [18], we believe the above observations for simple networks can gener-
alize to a certain extent. Moreover, personality and topology can be combined. Then, the consensus
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process is jointly determined by the topology and the personality. There are still many other fac-
tors that may affect the consensus process, such as communication delays and weights assigned to
different agents.

4 Application to multi-robot aggregation

In this section, we show how to apply LLM-driven consensus seeking in a multi-robot aggregation
task, where multiple robots starting from different initial positions should converge to the same final
position in the two-dimensional plane. In this task, the state of each robot is a two-dimensional
position vector.

The trajectory of each robot is shown in Figure 10(a). As can be seen, the robots starting from
different initial positions can eventually converge to the same position. The planned and actual states
of each robot are shown in Figure 10(b). As can be seen, the LLM planner outputs discontinuous
target states, while the controller can effectively track the target state.

The framework of the simulation is shown in Figure 10(c). Each robot has a planner and a controller.
The planner driven by an LLM outputs the target state of each robot based on the current states of
other robots. It updates its output every ∆Tp time. The controller outputs the velocity command
based on the target state generated by the planner. It updates its output every ∆Tc time. Here,
∆Tp = 2 and ∆Tc = 0.1, indicating a fast control loop and a slow planning loop. The details of the
controller and the robot motion model can be found in the code.

In the simulation, the prompt remained consistent, undergoing only a single modification: the one-
dimensional state variable denoted as [x] is changed to a two-dimensional state variable expressed as
[x, y]. The personality of each robot is intentionally left undefined. The inter-robot communication
network has a fully connected topology.

5 Related Works

Recent research on multi-agent systems based on LLMs has explored how multiple agents can col-
lectively accomplish intricate reasoning tasks through debates and negotiations. In comparison to
systems reliant on a single agent, this collaborative approach demonstrates its unique superiority in
tackling challenging tasks. For example, research studies such as Camel [5], ChatDev [6], RoCo
[19], and MetaGPT [4], along with others [20–22], explore strategies related to task division and
collaboration: a complex task is decomposed into several refined subtasks, which are then processed
by agents based on their expertise. By employing this method, the risk of the system generating
hallucinations is effectively reduced, ensuring more reliable outputs. On the other hand, research
works like FactReason-MAD [1], DivThink-MAD [2], ChatEval [3], and ReConcile [23] focus on
continuous debates among multiple agents. In this process, each agent draws insights from other
agents and corrects its misconceptions until consensus is reached. Such strategies enable agents to
analyze problems from various perspectives, avoiding singular thinking and yielding higher-quality
results. In addition, a series of studies have explored how to utilize LLMs to simulate human behav-
iors. This includes human bargaining behavior [24], strategic games like Werewolf [25], sandbox
games like Minecraft [26, 27], human social interactions [28], humanoid agents [29], and classic
game theory games like the Prisoner’s Dilemma [30]. However, up to now, the consensus seeking
problem has not been specifically addressed.

Moreover, some research works [31–34] have pointed out the potential problem of non-self-
consistency in individual LLMs. In essence, for a given input, there exist multiple reasoning paths
within an LLM, potentially resulting in diverse answers, highlighting the non-consistency prob-
lem of a single model. As a comparison, our research investigates the consistency among multiple
LLMs.At the same time, the work [35] is similar to ours, but they explored the consensus among
different types of LLMs and did not delve into the factors influencing the consensus.
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(a) Robot trajectory

(b) Control process

LLM planner i

Robot iController i
Robot i’s stateControl commandTarget state

Target state
Robot i’s state

Other robots’ states

(c) Simulation framework

Figure 10: Application to multi-robot aggregation.

6 Conclusion and Limitations

This work addresses the problem of consensus seeking, a core problem in collective decision-
making. Our work reveals that multiple LLM-driven agents demonstrate considerate and cooperative
personalities since they primarily use the average strategy for consensus seeking. The final consen-
sus outcome is jointly affected by many factors such as agent personalities and network topology.
It is also found that increasing the number of agents can alleviate the hallucinations of the system
and may stabilize group decision-making. The findings obtained in this work can potentially lay the
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foundations for understanding the behaviors of LLM-driven multi-agent systems for collaboratively
solving more complex tasks.

Some limitations of this work are summarized below. First, the state of each agent in this work
is simply a numerical value. In more complex tasks, the state may correspond to a point in more
intricate spaces (e.g., a sophisticated solution space for a task). In such cases, we believe that the
conclusions drawn in this work can to some extent shed light on these more complex tasks. However,
the degree to which these conclusions can be generalized still requires further investigation. Second,
this work only considers one large language model, ChatGPT 3.5. Different models may employ
slightly different strategies for consensus seeking. Lastly, when applied to multi-robot aggregation
tasks, LLM-driven consensus seeking plays the role of a cooperative planner. However, the update
rate of this planner is low. For high-performance multi-robot tasks, the planner should update at a
higher frequency.
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A Appendix

A.1 Algorithm

Algorithm 1 LLM-driven consensus seeking

procedure RUN(ne: Number of experiments, na: Number of agents, nr: Number of rounds)
Initialize agents A = [a1, a2, . . . , ana ]
Define connectivity matrix M ∈ {0, 1}na×na

// Mi,j = 1 means Ai knows the location of Aj

Define p = [p1, p2, . . . , pn], and set pi as the personality of ai
Define records to store all conversation records
for i from 1 to ne do

Randomly initialize locations x ∈ Rna

Define contexts as an empty list
for j from 1 to nr do

Initialize results as an empty list
for k from 1 to na do

Get locations of other agents, x′ = {xm |Mk,m = 1}
Generate prompt for Ak with xk and x′

Send prompt to Ak and add response to results.
end for
Extract new locations of agents from results and update x
Add results to contexts

end for
records[x]← contexts

end for
Store records in data files

end procedure

Prompt 1: Set agent’s role

You are an agent moving in a one-dimensional space. [Personality Description]

Notice that the placeholder [Personality Description] may either remain empty or be dynami-
cally replaced with one of the following personality traits:

• You are an extremely stubborn person, prefer to remain stationary.

• You are an extremely suggestible person, prefer to move to someone else’s position.

Prompt 2: Prompt at round 0

In a scenario involving two agents:

Another agent is present in the space, and you need to gather. Your position is: [...] and the
other agent’s position is: [...]."You need to choose a position to move to in order to gather,
and briefly explain the reasoning behind your decision.

In scenarios with more than two agents:

There are many other agents in the space, you all need to gather at the same position, your
position is: [...], other people’s positions are: [...].You need to choose a position to move to
in order to gather, and briefly explain the reasoning behind your decision.

Prompt 3: Prompt after round 0

In a scenario involving two agents:
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You have moved to [...], and the latest position of another agent is: [...]., please choose
the position you want to move to next.

In scenarios with more than two agents:

You have now moved to [...], the positions of other agents are [...], please choose the
position you want to move to next

Details can be found on the project website: westlakeintelligentrobotics.github.io/ConsensusLLM/.

A.2 Hallucination in the personality experiments

The agents may occasionally misunderstand its personality due to hallucination. There are instances,
as shown in Figure 11, where agents act against their inherent personalities to accomplish the task
of gathering.

Reasoning: Since the other agent's latest position is 44.0, 
which is farther away from the gathering point than my 
current position of 9.0, it would not be advantageous for 
me to adopt their position. Instead, I should stay at my 
current position and wait for the other agent to move closer 
to the gathering point. Position: 9.0

Agent 2

Round 2

(a) Special case of 2 agents

Reasoning: As an extremely stubborn 
person, . . .  Considering that the average of 
all the positions is 60.8, I will choose a 
position closest to the average in order to 
minimize my movement. Position: 58

Agent 3

Round 0

Reasoning: As an extremely stubborn person 
who prefers to remain stationary, I would not 
willingly choose to move from my current 
position unless there is a compelling reason 
to do so. . . . Position: 77

Agent 9

Round 0

Reasoning: . . . Moving to a position where 
there are already multiple agents will increase 
the chances of successfully gathering. 
Position: 58.0

Agent 9

Round 1

(b) Special case of 10 agents

Figure 11: Figure (a) illustrates a special scenario with 2 agents, where both agents have suggestible person-
alities, yet they might choose to remain stationary. In Figure (b), a special scenario with 10 agents is depicted,
where even if the agents have stubborn personalities, they might still move to different positions to enhance the
likelihood of completing the aggregation task.
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